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Executive Summary

The key goal in the 5&0oNArch project is to achieve a flexible, adaptalsled programmable fully

fledged architecture for 5G mobile networks. This revised architeshakkbe grounded upon and
demonstrate the three key enabling innovationster-slice control and cross domain managenignt
experimentdriven optimisation, aniii) cloud-enabled protocol stack. Moreovegsilience and security

and resource elasticigre the two usease specific functional innovations considered in thigept.

This document, as the first deliverableVdbrk packagaVP6 and the 5@/10NArch project, provides

the first desigreriteriaanda set ofequirementsiecessary o achi eve t he project’ s

First, an overview of the service sets for 5G mobile ndtasdefined by othesG infrastructure Public

Private PartnershifbG PPP) projects andtandardDevelopingOrganisation§SDOs)such as the™
Generation Partnership Project (3GPP) and the European Telecommunications Standards Institute
(ETSI) are presnted.From these service seta subset which addresses the research focus and the
testbeds of 5@/10NArch is elaborated in more detaihd therefore servess the starting poirfor the

further work in the projectAccordingly, wpdates to the aforementieth service setthat reflect the
project’ s willderé&pored imtigemextdsliverables of WP6 during the course of the project.

Secondthis documenintroduces the higlevel 5G network architecture concept that serves as baseline
forthefurher wor k in the project, in particular rega
Architecture’, WP3 ‘' Resilience aWih thS architecture y , an
baselinea definition for thecorrespondingtakeholder modés introduced, followed by an explanation

of therole of each of the stakeholders for the testbed environrtieattsvill be implemented in WP5
‘Testbeds’

Third, this document describes the relevant requirements for designing the 5G mobile network
architecturewhile taking care of novel technical enablers and innovations. The requirements are
categorised intthreemain groups:

1. General requirements represents a consolidated version of general requirements taken out of
the output of 5G PPP Phase 1 (from prigdike 5G NORMA and METISI and from project
overarchindG-PPPworking groups (WGSs)), of industry forums like NGMN, and of SDOs like
3GPP and ETSI;

2. Resilience and securityrequirements: represents specificriteriaand requirements that are
necessaryfor assessing whether the operatioha network implementinghe considered
architecture design meets the required standards in terms of resiliendhe ability to keep
the network and services up and running in casefastructure and radio linkaflures,and
security i.e., enterpriséevel security even in shared infrastructure environments

3. Resource elasticityrequirements: represents specific criterand requirementfor assessing
the ability ofthe network to dynamically adapt to load chasge addition to uncertainties
regarding the availability of processing, storage and networking resources in a way that a
targeted performance is guarante&tle proposal for the resource elasticity is one of the
p r o j reweltiesdescribed irthis docunent.

Based onthesepresented requirements, the relatéely Performance IndicatorKPIs) are briefly
introduced and describebh addition techneeconomic KPlghat are required tassesand validatehe
overall valueproposition of the 5éMoNArch appr@ach and architecturand applicatiorspecific KPIs
related to the specific testbed use casebrieély introduced and described

Finally, the verificationand validatn proces$or the aforementioned requirements and design criteria
is introduced at &igh level. This process will be developed in more detail and implemented during the
further work of WP6

Note thatthe requirements, design criteria, KPIs and concepts described in this document will be
improved and enhanced in the course of the proféetcorrespondingipdatesand improvementsill

be presentednd describped n t he future deliverables of the pr
for verification and validation 8G-MoNArchar chi t ect ur al i nnovations’' (d
and D6.3 ‘Final report on architectural wverifica
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List of Acronyms and Abbreviations

2G 2nd Generation mobile wireless communication system (GSM, GPRS, ED!(
3G 3rd Generation mobile wireless communication system (UMTS, HSPA)
4G 4th Generation mobile wireless communication system (LTE,-AYE
5G 5th Generation mobile wireless communication system
3GPP 3rd Generation Partnership Project
5G-MoNArch 5G Mobile Network Architecture
5GPPP 5G infrastructure Public Private Partnership
AlV Air Interface Variat
API Application Programming Interface
AR Augmented Reality
B2B Businesgo-Business
B2B2X Businesgo-Businesgo-anyone
B2C Businesgo-Consumer
BF Beamforming
CAGR Compound Annual Growth Rate
CAPEX CAPital EXpenditure
CN Core Network
CP Control Plane
CriC Critical Communications
Cu Centralised Unit
D2D Deviceto-Device
DCSP Data Centre Service Provider
DL Downlink
DU Distributed Unit
E2E Endto-End
eMBB Enhanced Mobile Broadband
FCAPS Fault, Configuration, Account, Performance, and Security
FMC Fixed Mobile Coverage
HW Hardware
IEEE Institute of Electrical and Electronics Engineers
IETF Internet Engineering Task Force
InP Infrastructure Provider
ITS Intelligent Transport System
KPI Key Performance Indicator
LTE Long Term Evolution
MANO Management an@rchestration
Versionl.0 Paged of 50



5G-MoNArch (761445) D6.1 Documentation of Requirements and KPIs

MBB Mobile Broadband

mMTC Massive Machin Type Commination
mmw Millimetre Wave

mloT Massive Internet of Things

MNO Mobile Network Operator

MSP Mobile Service Provider

MVNO Mobile Virtual Network Operator
NE Network Element

NEO Network Operation

NF Network Function

NFV Network Function Virtualisation
NFVI Network Function Virtualisation Infrastructure
NSI Network Slice Instance

NSSI Network Slice Subset Instance
N(S)aaS Network (Slice)As-A-Service
NGMN Next Generation Mobile Networks
laaS InfrastructureAs-A-Service

OPEX OPerational EXpenditure

OoTT OneTrip Time

PAN Personal Area Network

PaaS PlatformAs-A-Service

PNF Physical Network Function

QoE Quality of Experience

QoS Quality of Service

RACH Random Access Channel

RAN Radio Acces Network

RAT Radio Access Technology

RRC Radio Resource Control

RRH Radio Remote Head

RRM Radio Resource Management

TT RoundTrip Time

SA System Architecture

SDMC Software Define network Control
SDN Software Defined Network

SDO Standards Developg Organisation
SDU Service Data Unit

SW Software
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TR Technical Report

TRxP TransmissiorReception Point

TSG Technical Specification Group

UE User Equipmen

UL Uplink

UP User Plane

URLLC Ultra-Reliable Low Latency Communications
V2l Vehicle-to-Infrastructure

V2X Vehicleto-everything
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1 Introduction

1.1 Objectives

A flexible, adaptable, and programmable mobile network architecture is an essential requirenfent for 5
Generation (5G) wireless networks, to be able to leeeagl support the large diversity of services
associated with the foreseen 5G use cases such as smart city [SGPPP17{Mdi/A¢h (5G Mobile
Network Architecturdor diverse services, use cases, and applications in 5G and b@yojedt aims

to evolvethe network architecture concepts developed in the first phageGerterationnfrastructure

Public Private Partnership (58PP) projects [SGPPPI] to a fully-fledged architecture and
complement it by three key enabling innovatiaramnely

9 inter-slice control and crossomain management, to enable the coordination across slices and
infrastructuredomains,

1 experimendriven optimisation, to leverage experimental results to design high performance
algorithms, and

1 acloudenabled protocol stack, to gdlaxibility in the orchestration of virtualised functions.

In addition, two use case specific functional innovations are considered:

1 resilience and security,
9 resource elasticity.

The key enabling andunctional innovations will be evaluated in the tvestbed scenaridstended
within 5G-MoNArch, namely, the sea port and the touristic city testidéith respect to the functional
innovationsyesilience and security aiefocusof the sea porscenario while resource elasticiylays
the dominant rolén the touristic city scenarim achieve highly efficient use of the resources

Verification and validatiorwill establish a framework fahe overarching collaboration betweafork

Package (WPs) in 5G-MoNArch to verify that the envisaged innovations deehnically and
economically feasible. Besides verification againsg Rerformance Indicators (KPWhich confirms

whether thedchnical benchmarks arereachech e pr oj ect’' s results also ne
expectations and needs of stabeers to guarantee that thaevelopedsystem satisfies their
requirements.

The objective of this document is to provide the first desiiferiaand requirements to achieve the
goals of project.

Although examining the range of potential 5G servicedliastongoing taskn researclprojectsand
standardiation, a basic set of service classes has already been identified. This set can be used as the
starting point for the design choices to be made within the project. Furthermore, having the models for
the stakeholderand their interactiorwithin 5G wireless networksi.€., individuals, entities or
organisations that affect how the B@NArch system operates) is essential for defining the
requirements and KPIs for the network architecture.

The stakeholdr model and the first set of requirements and design criteria provided in this document

build the basis for the flexible and adaptive architecture being developed-MoB&rch WP2

‘“Fl exi bl e and Adlapdditiom & pravidiod thet gererstguiraments, they are

classified into, and enhanced by dedicated security and resilieqo@ementgtaken fromWP3

‘“Resi |l i enc pandnsburce elasticitgquireynentgtaken fromWP4' Resour ce. EIl ast i
Finally, a first summary of th&KPls needed for verifying and validating the aforementioned
requirements and design criteria are described.

It worth noting that many of the requirements, design criteria, ,K#Pld concepts described in this

document will be improved and enhan@edparif the projectwork. The updates will be presented in
future deliverabl es, in particul ar, 5GMoNArch' Met h o«
architectural Decemev20)7i and’ D6dBe ' Finnal repport on
and val i daune 201 (due in
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1.2 Structure

The rest of this document is organised as follows:

1

= =4

Chapter2 addresses the services to be considered in 5G mobile networks. This section briefly
presents the sece sets defined within other 58PP projects and Standards Developing
Organisations (SDOs); in particular, the 3rd Generation Partnership Project (3GPP) and the
European Telecommunications Standards Institute (ETSI). In addition, the service
characterists that will be in focus of the 5@loNArch project, especially in the two testbed
environments, have been elaborated.

Chapter3 presents a brief higlevel overview of the initial 5G mobile network architecture
considered in 5@/1oNArch. In addition, a stakeholder model is defined which is in line with
the underlying architecture definition. The roles of each of the stakeholders for the testbed
environments are explained.

Chapter4 addresses the relevant requirements for the 5G mobile network architecture which
will be specified within 5@IoNArch, taking care of novel technical enablers and innovations.
After a short introduction in Sectiaghl, Sectiord.2focuses on the general requirements to be
fulfilled by 5G mobile networks (considering the output of SDOs or othePB8 projects),

while Section4.3 and Sectiord.4 extend this requirement list by new criteria related to
innovations on security and resilience aspects as well as on resource elasticity features that will
be evolved in WP3 ahWP4 of 5GMoNArch, respectivelyThe requirements for resource
elasticity has been proposed for the first time in this document. This proposal in addition to
adaptation of the requirements for security and resilience are the novelties of this document.
Chapters lists the KPlIs related to the requirements and the criteria explait&thjsterd.

Chaptes6 briefly describeshe verification and validation process that will be performed during
the project activity within WP6, which is also tightly connected to the testbeds to be established
in WP5 of 5GMoNArch.

Finally, the document isummarisedn Chapter7.

Versionl.0 Page9 of 50
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2 Service Definition

2.1 5G networks claim to cover a diverse range of services

One of the key benefits claimed for 5G networks is the ability to support multiple services with diverse
requirements from the same infrastructure set in an effiarmhflexible way that:

9 Saves costs compared with legacy networks;

1 Allows the introduction and managementnefv services much faster than legacy networks;

1 Unlocks new revenue opportunities from engaging with new industries and markets requiring
wireless srvices beyond traditional consumer focused mobile broadband (MBB) services.

The range of potential 5G services have been and continue to be examined within SDOs, industry and
research forums such as Next Generation Mobile Netwédkance (NGMN), and Euopean
Commission projects. In particular, previous studies in this area have been reviewed in detail in [5GN
D21]. Figure2-1 from this work summarises the range of service requirements arising from the 3 main
senice classes identified in this woldere in this projectthree classes of services are evolved slightly

to align better with latest 3GPP [3GRP186] [3GPFP22261] and ITUR [ITUR-M2083] thinking of:

1 Enhanced mobile broadband (eMBByhere high throughgs are key;

1 Massive machine type communications (mMTCyvhere packet sizes and throughputs are
usually small, but device densities are high;

9 Ultra-reliable and/or low latency communications (URLL-G)here reliability and potentially
latency are key afie¢se services have a critical nature.

Massive Broadband
>10 Gbps 100 Mbps
peak data rates £ whenever needed

10 000

| &
$

o A
10-100 £
&

x more devices Enhanced Mobile x more traffic
3 Broadband .
{ Open Air Festivil‘\ Traffic Jam H
M2M ((‘ﬁ’)) /é‘ Ultra
ultra low cost < i . rel|avb|l|ty
| Convergence !
\ Massive Nomadic Quality-aware %
' Mobile MTC = Communications ‘f%
10 years of Blind Spots &) Y e
battery = Real-time Remote - <1 msradio
\ = . Computing '%4. |atency
= ) /
Monitoring Communications ‘2 6/,-
£ Vehicle Industry a
A # Devices I Power I Cost Communications ~ Control
Massive machine Critical machine
type communication type communication

Figure 2-1: Main 5G service classes and possible use cases in the 5G ecosysterD[BGN

2.1 Services of interest for assessment of-M&NArch

The 5GMoNArch project aimgo evaluate the performance of the innovations that it generates in terms
of:

1 Improvements to relevant stakeholder experience of existing services or ability to deliver new
services beyond today’s networ ks whreverlue may
streams and/or deliver social benefits;
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9 Ability to deliver services more cosfficiently thanin existing networks.

To quantify the impact on user experience of a given service and understand the required dimensioning
of networkinfrastructure ad functions running on it to deliver that service the services of interest in
assessing 5&oNArch first need to be definedhis is done by:

9 Focusing on the two testbed scenatit arecentral to this projecand expanding on how 5G
MoNArch might enhace existing or deliver new services in these two example scenarios.

1 Considering an example environment of a future smart city where there will be potential for the
5G-MoNArch platform to deliver a range of services to different user groups. This scéo@sio
not directly reflect either of the two testbed scenarios but aims to capture an example scenario
that reflects:

0 Roll out ofthe 5G-MoNArch concept and results in a larger network with a scope
beyond the oneonsidered in the testbed scenarios (whighralatively localised for
practical reasons

o0 How 5GMo NAr ch mi ght provide an evolution
focusing on MBB for consumer devices to incorporating a wider range of services and
value creation opportunities for both the molmiéustry and wider society.

0 The mix of services that a 5oNArch network may be required to deliver in addition
to the more specialised services being fodusethe testbed scenarios.

2.1.1 Touristic city and sea port testbeds

Within this project two 5@VIoNArch testbeds will be set up in the form of live deployments in

9 Atouristic city location to show how 5GloNArch can flexibly assign the resources needed to
deliver demanding Augmented Reality (AR) and Virtual Reality (VR) services to localised
demand hotsge around attractionstoenhancea si t or ' s e x pigure2-2.nce of

1 A large sea container port location to show howNsG\Arch can securely deliver a range of
environmental sensor, logistics trackinghicle control, surveillance, congestion control and
operational communications services to a setting with a huge volume of users (made up of both

people and machingBigure2-3).

Figure 2-2: lllustration of immersive and integrated media anticipated for the touristic city testbed

These testbedsill demonstratehe key innovations of 5&oNArch in a reatworld deploymentand
allow for acquiring and measurimtptaat service level that can be compared with the defined KPlIs.
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Furthermorepractical implication®f the developed concept and architecture on the instantiation and
roll-out of 5G networks and services can be acquBedhe example features that are ergashfor

the two testbed smarios are giveim Table 2-1 andTable2-2. Further details on the requirements for
the wireless services to support thésstures arexpanded upon in the next secton

Table 2-1: Touristic City Testbed

Demonstrated

Feature Description Specific service
eMBB supporting360-degreevideo
o Live events witi360-degreecontent video| (high throughput but nanecessarily
Event -
Experience AR/VR-based eMBB with low
Superimposing AR/VR overlay latency {.e.,<10 ms) and high
throughput

Concurrent tour with people esite and

; . | AR/VR-based eMBB with low
overlay of real people esite. People will

Immersive and

Integrated NN latency {.e.,<10 ms) and high
Media see a part dh(_a touristic city area full of throughput
real and imaginary people.
Cooperative Virtual visitors will record reatime 360 | \ o\ /m_pased eMBB with low
) degrees AR/VR. People will cooperate )
Media real time wth imaginary and real people latency (e.,<10 ms) and high
Production ginary beop throughput

who are feeling the same VR experience

Figure 2-3: Illustration of smart sea port testbed environmentlifamburg with some of the services

intended to be considered (please note that there might be changes in the final definition of the
testbed area according to upcoming specifications in WP5)
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Table2-2: Sea bort Testbed

Demonstrated — o :
Description Specific service
Feature
Traffic lights (static as well as mobile
Traffic Light e.g.,in case of construction site along Intelligent traffic signal control (high
Control streets) connected through wireless | reliability, low throughput MTC
(URLLC) links in a reliable and resilient way | service)
underconsideration of data integrity
Video control entrance to sea port ar
Video or parts of it, ugo-date status eMBB service supporting 4k+ video
Surveillance information related to those areas; | (high throughput MTC service, but
(eMBB) also,data integrity and security as not necessarily low latency)
important aspects
Measurements abqu.g.. Low throughput, high density MTC
Sensor : ; . for environmental data analysis,
Measurements environmental poliution on mobile simply extendable also to logistics
barges connected thrgh wireless : .
(MMTC) terminals or at stationary locations (when combined with other sensor
y requirements beyond those on barg

2.1.2 Future smart city services

For tre wider and more generic example scenario of a future smart city environment this project
considers:

1 eMBB services for consumer portable devices (such as smartphones, tablets and laptops).
0 Thisis largely driven by demand for 4k+ live streaming of video.
0 Support for challenging AR and VR applications may also be required in localised hot
spots of usage.
1 Vehicleto-infrastructure (V2B services made up of:
o0 Infotainment and advertising to passengers;
o Information services on road and driving conditionsvadl as navigationg.g., for
parking purposes);
0 Assisted and automated driving services.
9 City council and utility services made up of:
o Environmental monitoring, intelligent transport system (ITS) infrastructure,(oad
traffic congestion control), ahwaste management sensors;
0 Smart energy, covering.g.,smart metering and smart grids.
1 Logistics made up of:
0 Sensor data for tracking goods in transit.

2.2 User requirements for 5éMoNArch services of interest

This section sets out the expectations andireoents of users against each of the services envisaged
in the two testbed scenarios and the example future smart city scenario. These requirements for
delivering acceptable service levels are described in terms of:

1 Service requirements related directiyuser experience;
1 Capacity and coverage requirements.

1 Note only V21 fromVehicle-to-everything(V2X) services are considered here asM@NArch focuses on
infrastructure requirements rather than deveguirements and devide-device connectivity.

Versionl.0 Pagel3of 50



5G-MoNArch (761445)

D6.1 Documentation of Requirements and KPIs

Under the above two categories the following metrics are defined:

Minimum required bit rate for this service — this is the minimum guaranteed bit rate that
must be delivered to ensure an acceptableaxgeerience for this service. The user experienced
data rate (described later@napter5) for a network deployment will be compared against this
to ensure an acceptable experience is being delivered.

Required endto-end (E2E) latency-this is the minmum guaranteed user perceived latency
or reaction time of an application that must be delivered to ensure an acceptable user experience
for this service. As this is the user perceived latency it covenotimettrip time (RTT) for
data to successfully beansmitted, received and acknowledged at the application il&yer
covering all layers of the radio protocol stack.

Data volume per device using a given service per dayprovides information on the typical
message size and frequency or average anobulatta consumed per device for a given service

Number of devices- is the indicative expected device density for a given service. Combined
with the above data volume per device this indicates the area traffic density expected for a
service. Thiscan then be matched with the area traffic capacity Glespter5) of a given

1
1
1

per day
1

network.
1

Percentage of scenario with service coveragethis is the percentage of the target demand
locations in the scenario considered, where a device should be able te tkeeservice. This
canbecompareigai nst t he medchasnetworkds defldeddbkapteryy e ”

The service requirements described here are an evolution of those already considered in the 5G NORMA
project and detailed in [5GR33].

2.2.1 Touristic city testbed

In this section, the service requirements for the services to support the proposed features to be
demonstrated in the touristic city testbed are presém{Eable2-3 andTable2-4.

Table 2-3: Performance requirements for touristic city services

Service component Min . required | E2E Reliability and
P bit rate latency security
. , : Best effort reliabilit
eMBB supporting 36@iegree video (high 50 Mbps <100 ms and Consumer grai;(
throughput but not necessarily low laty) security
. . Best effort reliability
AR/VR-based _eMBB with low latency.é€., 50 Mbps <10 ms and Consumer grade
<10 ms) and high throughput security

Table 2-4: Capacity and coverage requirements for touristic city services

Service component

Data volume
per user per

Number of visitors per
km? per day (user

Percentage of
tourist attraction

high throughput

3hours usage)

day density) area with coverage
i 1.125 GB 150k
Enhanced MBB supporting 5G Up to 150 ' 95% (outdoors at
360-degreevideo (high (assumes Note Thetestbed will :
. . .| testbed area / point
throughput but not necessari typically 3 not demonsirate this high ¢ interest)
low latency) hours usage) | volume of users directly.
1.125 GB Up to 150k
AR/VR-based eN8B with p1o _ 95% (outdoors at
low latency (.e.,<10 ms) and (assumes Note Thetestbed W'” .| testbed area / point
typically not demonstrate this higf

volume of users directly.

of interest)
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2.2.2 Sea Port Testbed

Herethe service requirements for the services to support the proposed features to be demonstrated in
thesea port testbed are presentetdable2-5, Table2-6, andTable2-7.

Table 2-5: Performance requirements for sea port services

Service component Mlnlr_num : E2E latency Rellaplllty and
required bit rate security
Intelligent traffic signal control (high - , I
reliability, low throughput MTC M|n|mur_n' >100 ms High _rellab|l|ty_
: connectivity and hgh security
service)
eMBB service supporting 4k+ video Best effort
(high throughput MTC service, but not| 10 Mbps <100 ms reliability and
necessarily low latency) high security
Best effort
Low throughput, high dentsiMTC for | Minimum reliability and
. . - . >100 ms
environmental data analysis or logistic connectivity Consumer grade
security

Table 2-6: Capacity and coverage requirements for sea port

services

Servicecomponent

Data volume per user
or device per day

Number of
devices or users
per km?

Percentage of
port area with
coverage

Intelligent traffic signal
control (high reliability, low
throughput MTC service)

1-bytemessages with
1440 messages per day
i.e.,one per minute
[[EEE2011]

100s of road
sensors in the port
area.

99.9% (outdoors)

eMBB service supporting
4k+ video (high throughput
MTC service, but not
necessarily low latency)

18GB

(assumeg4-hourvideo
surveillance)

10s of video
surveillance points
in the port area.

95% (outdoors)

Low throughput, high
density MTC for
environmental data analysis
or logistics

200-bytemessages, 100
messages per dag.,
updates every 15
minutes. [EMA-2016]

10s of thousands @
containers in the
port area per day
100s of
environmental
sensors in the port
area

95% (outdoors)

2.2.3 Example future smart city scenario

Services in the specific testbed areas would be provided in addition to a wide range of wireless services
outside the locality of the testbed areas. Therefaee the requirements for a busy future smart city
scenario as would be expected as the baseline service requirement for future wireless networks are
presented.

The services listed earlier for our example future smart city scenario map to thedimesevice
classes of eMBB, mMTC and URLLC as showfable2-7.
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Table 2-7: Categorisation of example services to service classes

Service eMBB | mMTC | URLLC
eMBB for consumer eMBB - 4k+ streaming X
portable devices eMBB - AR/VR X
Vehicle-to-infrastructure | Infotainment X
Information services X
Assisted driving X
City council and utility Environmental monitors, intelligent
services transport systems (ITS) and waste X
managemet
Smart energy X
Logistics Tracking goods X

2.2.3.1 Future smart city - eMBB service requirements

The service requirements for all services envisaged in the future smart city scenario that are classed as

eMBB type services are definedTiable2-8 andTable2-9.

Table 2-8: Performance requirements for future smart city eMBB services

(eMBB)

passenger)

Service Minimum required bit rate for this E2E Reliability and

component service latency security

eMBB — consumer Best effortreliabilit

portable devices | 10MbpsDownlink (DL)/Uplink (UL) | _, ejce ortrelia ">é

(driven by video (4k video quality experience) ms 2gcur?[;sumer grade

applications)

V2l —infotainment | L0 MPPS DL Best effortreliability
(4k video quality to at least one <100 ms andConsumer grade

security

Table 2-9: Capacity and coverage requirements for

future smart

city eMBB services

Percentage of city

Service : Number of o
Data volume per device per day . scenario with
component devices
coverage
Onaverageeach device consumes
0.25 GBper day in 2020 growing to
eMtB%I— (zjons_umer nearly 3GB by 2030j.e.,an approx. | 10s of
portable devices | 3m, CAGR thousands | 95% (outdoors)
(driven by video L kn?
applications) (Considering outdoor demand only | per
which assumed to be 20% of overall
eMBB traffic on average)
. , 100sof ,
V2l —infotainment | On average 1 GB25 GB per day per vehicles 95% (venicles,
(eMBB) car (2020- 2030) per km outdoors)

2 Compound Annual Growth Rate (CAGR)
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2.2.3.2 mMTC service requirements

The service requirements for all services in the future smart city scenario that are claggddCaype
services are defined ifable 2-10andTable2-11.

Table 2-10: Performance requirements for future smart city mMTC services

. Minimum E2E e .
Service component required bit rate | latency Reliability and security
V2| —driver information service 0.5 Mbps DL/UL | < 100 ms Best effortreliability and.
(mMMTC) Consumer grade security
Environmental monitorsyaste Minimum > 50 mé Best effortreliability and
management and ITS (mMMTC) | connectivity UL Consumer grade security
Sma'rt meters sensor o_Iata, metq Minimum Best effortreliability and
readings, individal device connectivity UL | ~ 50ms Consumer grade securit
consumption (MMTC) y 9 y
Smart grid sensor data and Minimum > 50 ms Best effortreliability and
actuator commands (MMTC) connectivity UL Consumer grade security
Logistics sensor data for tracking Minimum > 50 ms Best effortreliability and
goods (MMTC) connectivity UL Consumer grade security

Table2-11: Capacity and coverage requirements floture smart city mMTC service
Percentage of
: : Number of . ;
Service component | Data volume per device per day devi city scenario
evices .
with coverage
, On average 50 MB consumed per dg
val —drl_ver : per car in 2020 growing to 1700 MB 100s B 95% (vehicles,
information service . : vehicles per
(MMTC) per (_1ay per car in 2030 due to giog KT outdoors)
service uptakei.g.,40% CAGR).
Environmental On average 230 bytes per day per
monitors,waste roadside itemi(e., traffic lights, road | 100s of
management and signs, bins etc.) iR020 growing to devices per | 95% (outdoors)
congestion control 1500 bytes per day per roadside iten] km?
(mMTC) by 2030. This is a CAGR of 20%.
Smart met 99% (indoors)
mart meters sensor 1600 bytes per smart meter per day | 10s of Reflects smart
data, meter readings, | : h . .
individual device |.e.,§00bytemessages, 8 messages| t ou;ni\?nds meters likely in
consumption (MMTC) perday per hard to reach
locations
4 MB per day per equipped vehicle
- based on 200yte messages, 100
Logistics sensor data messages per gdi.e., updates every Up to 10k 95% (vehicles,
for tracking goods 15 mi d items to track d
(MMTC) approx. m|_ns) per sensor and on per kn? outdoors)
average 200 items to track per good;
vehicle

3 This value is the latency tolerance and the delay could be more than 50ms and not impact them
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2.2.3.3 URLLC service requirements

Finally, here the service requirements for all services in tliedisimart city scenario that are classed as
URLLC type services are definedTable2-12 andTable2-13.

Table2-12: Performance requirements for URLLC seices

SEREE Minimum required bit rate E2E latency Rellat_)|l|ty and
component security
val- assisted | ( 5 Mbps DL/UL <100ms | High reliability
riving
Table 2-13: Capacity and coverage requirements for URLISErvices
Service , Number of Percentage of city
Data volume per device per day : o
component devices scenario with coverage
99.9% (vehicles,
On average 50 MB consumed per 6 (
. . : 100s of outdoors)
V2l —assisted | day per car in study area in 2021 vehicles per iah
driving growing to 1500 MB per day per | | P H'g congrﬂgel'ga{)gllet
car by 2030i.e.,45% CAGR reflects high reliability
requirement
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3 Stakeholder Models

3.1 A brief high-level overview about the 5GloNArch architecture

The 5GMoNArch architecture is baseash a flexible and programmable, highly virtualised network
infrastructure where the szalled network slices can be readily formed to meet the specific requirements
of a given service or target market [NGMN1Bigure3-1 illustrates the idea of forming network slices

by implementing chains of Network Functions (NFs) related to one or more services across a shared
common infrastructure set. The underlying infrastructure layer may span across antenna sites (which is
the radio sitecontaining as a minimum the antennas and potentially s@wi@® protocol stack
processing), edge cloud sites (small, locally located aat&recentres with processing capacity close

to the antenna site) and central cloud locations (centrally locatedat#ttas hosting a significantly

large collection of processing, storage, networking) connected via Software Defined Network (SDN)
based transport networks (covering both backbonexdralll i.e., front-/mid-/backhau) [SGN-D31]
[5GN-D32] [5GPPP16]. It isurther assumed that network slice provisioning may span across different
Infrastructure Provider (InP) domains to allow wider service coverage. This may also include
infrastructure of vertical players, such as an enterprise campus or fagiioigg.

Network Slice QoS requirements

Network Slice
I Central Cloud
SDMC App ' VNFS\ :l \

Northbound Interfaces * VNP,

VNF,
SDMC ‘ o
Southbound Interf / / N
outhbound Interfaces  J I\ "N\ VNF (Re-)Configuration ' G
Radio Control E /
i | y 4 1

/

Traffic VNF,
Steering
: : VNF;, ;: ~
PNF g . o
_ 5 N’
\ ] J
SDN Transport Network
Antenna Site Edge Cloud P ! To App"cation\
~

Figure 3-1: High level architecture initially considered in 5@10NArch (enhanced from [5GN
D32)])

According to the approach of Network Function Virtualisation (NFV) [ENEV] there can be a
separation betwedhe hardware (HW) infrastructure layer and the software (SW) running on it, which
allows Virtualised NFs (VNFs) to be flexibly placed across the infrastructure nodes according to the
needs of the services covered. Due to performance and energy effi@asoys, there may still be
some Physical NFs (PNFs) that are coupled with underlying HW (especially related to lower layer
processing in the RAN protocol stack), so not all NFs in a system will be fully virtualised.

The SDN principle of separating Corltfelane (CP) and User Plane (UP) is generally applied in the
architecture concept by logically centralised Software Defined Mobile network Control (SDMC).
Dependent on the Network Slice Instances (NSIs) to be implemented dedicated control applications will
be orchestrated via the northbound interface of the SDMC to the network CP supervising the underlying
UP handling of data flows. The Network Management and Orchestration (MANO) functionality (not
explicitly shown inFigure 3-1) considered in 5@10NArch is seen as an extension of the ETSI NFV
MANO concept [ETSIMANOO1]. More details on the architectural view can be found in [9%34]

and [SGPPP16] and will be described in Deliverable D2.1 eM&BIArch [SGM-D21].

Overall, the virtuakationof the network means that a separation can exist betweenstiagedolders
providing the sites, physical equipment and hsiéz connectivity and those implementing the required
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functionality to provide E2E network connectivif.hi s provi des the opportuni
ecosystem to grow and accommodate new stakeholdersahired in the next subsection.

3.2 Definition of the stakeholder model

I n today’' s c elMdbile Nework @peratofMdNOKtygpicallyhoensthe spectrum, antenna

sites andtore network sitescluding thecorresponding equipmenthe networksalso implement the
required functionality at each site to deliver the required service level to either their subscribers and/or
a Mobile Virtual Network Opeator (MVNO). Occasionallythe MNO may also own the intsite
transport network (integrated operator) or be leasing the corresponding lines from another operator.
Within 5G virtualised networks as proposed by-BGNArch there is the opportunity to movevay

from this highly integrated stakeholder madelvardsa model with multiple layer&Vith these multiple
stakeholder layerspportunities for newnarketentrantsare introduced, which allovie introduce new
business models in the mobile network markend toprovide customised equipment or service
implementation wherever and whenever needed. This ability to customise will ideally lead to the
integration of new verticals into the mobile ecosystengbleopportunities for new revenue streams

for mobile service providers, and kneok benefits to society more generally.

One view of the tiered stakeholder model, enabled through a flexible 5G netwbitectureis shown

in Figure3-2. Thismodelis largely taka from the 5GNORMA project [SGND32], but aligned tdhe
terminology used currently at 3GPP [3GB®B01]. The definition of the stakeholder roles within this
modelare presenteith the following, continuethy an elaboration ohow the twdbG-MoNArch testked
scenariozan bemappedto this tierednodel

Tenant 1 Tenant 2 Tenant 3 Tenant M

N(S)aaS/PaaS

Y
VNF

Suppliers

—

End User Mobile Service Provider

NFVI
Suppliers
—

A

R
Infrastructure Provider 1 Infrastructure Provider 2 Infrastructure Provider N
(operator owned) (non-operator owned) (non-operator owned) Hardware

(fé») (cé»)((g) @ @ @ ((A))({A)) @ @ @ @ @ @ Suppliers

N~

Figure 3-2: Example of the tiered stakeholder model that 5G virtualised networks enable (modified
from [5GN-D32])

Stakeholdersare individuals, entities orrgarisatiors that affect hova system implementing the>-
MoNArch approachoperates. Where appropriate, and as guided by business model analysis, some
stakeholders will be actors in the cost or revenue structure.

A 5G-MoNArch Mobile Service Provider (MSP) provides mobile internet connectivity and
telecommunication services to either end users direicly,through a businegs-customer (B2C)
relationship, or v ieaabasnestobusieesniR28)iorrbusmessbusmesa nt " ,
to-anyore (B2B2X) relationship; see next stakeholder description. The dedicated logical mobile
network resources offered by an MSP are based on Ne§lice Instances (NSIs) reafig the relevant

NF chains to support the instantiated telecommunication serdgaeseMBB or mMTC. In case of

i ntermedi at e sbferingsmare Network (SleasstSePvice (N(S)aaS) or Platforas-a-

Service (PaaS). An MSP is responsible for design, build and operation of its service offerings.
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A 5G-MoNArch tenant, usualy a business entity, buys and leverages aVaBlArch network slice
and services provided by the MSP. A tenant can, for example, be an MVNO, an entergrisert a
vertical industry) or other organisations that require telecommunications servictgifomternal
business operations or for offers to their customers.

A 5G-MoNArch Infrastructure Provider (InP) is the entity/company that owns and manages parts of

or all of the infrastructure of the network under consideration and offers theg MSP,i.e.,
Infrastructureas-a-Service (laaS). With respect to the architectural model HV®®Arch, the InP role

may be further sulivided into antenna site infrastructure provider, transport network provider, and
data centre service provider (DCSP). The fermwns the physical infrastructure such as the antenna
sites, the HW equipment for the antennas and Remote Radio Heads (RRHSs), monolithic base stations,
etc. {.e., infrastructure related to PNFs). The latter is represented by the collapsed roles of an
ertity/company that owns and manages local and/or central data centres. WitMoNs&ch, there

are two types of data centre operators, infrastructure providers acting on small/medium size data centres
(in terms of resources to be deployed and geogragtriesénce) and big players (like Amazon) having

big data centres deployed wofhdde.

In 5G-MoNArch terminologyan MNOis an entity that operates and owns the mobile netwerkit
vertically integrates the roles of MSP and InP into a single stakelasitdgr

In practice, there may be also acadled Virtual isation Infrastructure Service Provider (VISP)
which designs, builds and operates its viigaloninfrastructure(s) on top of InP services provided by
one or more DCSPs. The VISP offers itsasfructure service to the MSP.

Further roles in the stakeholder model to be mentioned atd\thsupplier offering HW to the InPs
(server, ant e MR\alnfrastruztoré @FVI) supplier tproveding the corresponding
NFV infrastructure to its custnersj.e.,to the VISP and/or directly to the MSP, respectively, and finally
the VNF supplier offering virtualised SW components to the MSP.

3.3 Examples for stakeholders

Given the definitions of the stakeholder model above, this section provides somessxiammiapping
this model to dedicated rolésuch as individual persons or companies) real mobile wireless network
environment. This mapping is performed for the economic sample area of a smart city sseeario
Table3-1, as well as for the two testbed scenargeeTable3-2 andTable3-3, respectivelyWhile the
roles for the testbed scenarios are rather concrete in terms of dedicdisNgGch partnersthe smart
city scenario roles are more generic and cover a wider scope and perspective.

The stakeholder model and roles gain a particular importance for the ecamohtéchnicavalidation

of the proj ec ttdhbe cooduated aspartoitivorkwmdMPE, but also for the analysis

and evaluation of the results provided by the testbed implementations. While in WPe&baneikt

analysis can be conducted based on simulation results of the research work in WP2, WP3 and WP4, the
testbeds will diver results from practidaimplementations, allowing to incorporate measures that
cannot be achieved through simulations (e.g., equipment and serviems riist and complexity).

It is to be noted again that, in this deliverable, only a first-téghl idea of the stakeholder model is
presented, which will be worked out in further detail in the course of the project.
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Table 3-1: Stakeholder roles in future smart city scenario

Stakeholder

Role Fulfilled by
City council assets, city property owners, existing MNOs, fixed network
InP
operators, DCSPs
MSP Existing MNOs
Pedestrians and passengers in vehicles using consumer handheld devices,
Consumer (assisted driver services), logistics companigsg,councils (smart city
applications), energy companies (smart metering and smart grids)
Tenant Vehicle manufacturers, public transportation companies, city councils, energ
companies
Table 3-2: Stakeholde roles in the sea port testbed scenario
Stakeholder .
Role Fulfilled by
MNOs (e.g.,Deutsche Telekom/DT (also w.r.t. fixed network), with Nokia as
InP possible HW supplier), Hamburg Port Authority/HPA (own network
infrastructure)yvenueowner, city council
MSP DT, HPA
Consumer HPA, logistics management company, train operator
Tenant Port authority (here HPA)
Table 3-3: Stakeholder roles in touristic city testbed scenario
Stakeholder ,
Role Fulfilled by
InP MNOs .g.,Telecom ltalia/TIM (also w.r.t. fixed network), with Huawei as
possible HW supplier)
MSP TIM
Consumer Tourist
Tenant Venue owner, city council
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4 Relevant Requirements

4.1 Introduction

Achieving a fullyfledged 5G mobile network architecture in aidah to enhancing the network
architecture with a set é&ky-enabling innovations are the two key goalsh&f5G-MoNArch project.

In the first step toward achieving these goals, different requirements and design criteria for the 5G
network have to be dieed and described. Focusing on the-MGNArch innovations, this section
addressethis first step through thremtegories

1. Defining acomprehensive set gfeneralrequirements for 5@nobile networks based on the
output of 5GPPPPhase 1 projects, indugtforums, andsDOs.

2. Defining a set of ecurity and resilience specifaesigncriteria and requiremenishich are
particularly related to WP3 of the project.

3. Defining a set of resource elasticity design criteria and requirements which are particularly
related to WP4 of the project

Note that the requirements and design criteria described in this chapter represent a first collection and
summary performed during the stap phase of 5410NArch and will be improved and enhanced in

the course of the projecin particular withDe | i ver abl e D6. 2 *‘ Met hodol og
validation of 5GMoNArchar chi t ect ur al i nnovations’ (due in
DeliverableD6 . 3 * Fi nal report on architect u2iafthever i fi
project).

4.2 General Requirements

In this section, a set of comprehensive requirements for the 5G system being considered within the 5G
MoNArch project are given. This set represents a consolidated version of general requirements taken
out of theoutput of 5G PPP Phase 1 (from projects like 5G NORMA and MHET48d from project
overarching working groups (WGSs)), of industry forums like NGMN and of SDOs like 3GPP and ETSI.
The style of requirement descriptions is the one used by 3GPP in thdficatiens. Most of the
requirements are taken eteone from those specifications and reports whereas others are from other
forums but aligned to 3GPP ones. Partly, requirements addressing the same issue are merged together,
but without changing the meiag behind them. There were also some editorial changes,
abbreviations and terminology, due to reasons of a harmonised presentation in this deliverable.

The requirements are collected according to the objectives that they address into the foll@wing f
blocks (represented as Sectidn®.2- 4.2.9:

1 Generic requirements on the overall 5G system;
1 Requirements on network slicing;

1 RAN-related requirements;

1 Requirements w.r.t. capability exposure;

9 Security requirements.

Please note that only fulliyedged5G-related aspects are covered. Tésues which may be relevant
only for initial deployment of 5G based on nstandalone (NSA) approach of 3GPP (use of 4G EPC
and LTEA eNBs as the main anchoorfNew Radio (NR) gNBs) (e.g. [3GFR799] and [3GPP
38801]) are not considered here.

Initially, some background information is given in Secto.1to highlight the corresponding sources
for the requirements listed.

4.2.1 Background information

NGMN has set out initial requirements for 5G within its 5G White Paper from March 2015 [NGMN15]
and also taken into account the output of EU FP7 projects on the 5G topic like METIS and 5GNOW. In
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June 2016, updated KPIs and requirements wedeessed by NGMN in [NGMN18] as input to the
5G standardisation process at 3GPP.

5G PPP Phase 1 projects like 5G NORMA and METI8efined performance and functional
requirements as well as KPlIs in their initial phase in the second half of 2015@¢®R1] and [MIF

D24]) considering also the NGMN output at that point in time. It is worthwhile to note that METIS
focused on the 5G radio access network (RAN) design, whereas 5G NORMA addressed the overall
system architecture including core networlj@&nd management & orchestration (MANO).

3GPP started their work on 5G within technical
with the feasibility study SMARTER performed by WG SAl. Several technical reports (TRs) were
produced describing® use cases (UCs) and potential service and operational requirements. An overall
collection is given in TR 22.891 [3GPR891], whereas a more detailed analysis of the four UC
categories i) massive Internet of Things (MloT; aka mMTC), ii) critical comnatioies (CriC; aka
URLLC), iii) enhanced mobile broadband (eMBB), and iv) network operation (NEO) has been
performed in TRs 22.86864 [3GPP22861}[3GPR22864]. During their normative work, SAl
provided a new collection of 5G service requirements in ttenieal specification (TS) 22.261 [3GPP
22261] by grouping them according to hilgivel requirements and basic capabilities as well as
performance, security, and charging requirements. TS 22.261 provides also some insights into the
relation of communicatio service availability and reliability (see Annex C of [3GER61]). In TS

22.185 [3GPR22185] basic scenarios and requirements for veldedmything (V2X) services are
described, which are already addressed by-ATiEchnology. TS 22.186 [3GPZ2186] ges beyond

that status by introducing novel scenariegy(, platooning, advanced and remote driving) and their
requirements w.r.enhancements of radio technology by 5G.

In study on architecture for tmext generation (aka 5G) systelme WG SA2 descrid architectural
requirements and assumptions as well as an initial-leigdd architecture (see TR 23.799 [S3GPP
23799)]). The 5G system architecture as currently defined in TS 23.501 {3&5PR] supports data
connectivity and services enabling deploymetatsuse techniques such as NFV and SDN with
corresponding requirements.

High-level security requirements are described by WG SA3 in its study on security aspects for the 5G
system in TR 33.899 [3GP33899]. This TR also includes an overview of the ini6@ security
architecture in an informative annex. During their normative work on 5G SA3 added more detailed
requirements related to the architecture in TS 33.501 [3&3BP1].

SADb, the responsible WG for telecom management aspects, has listed in T28PBBA8500] a set

of business level related requirements to be fulfilled for applying NFV as technology enabler in 3GPP
based systems. Potential requirements on management of VNFs being part of NR air interface are stated
in TR 32.864 [3GPR2864]. TR 2801 [3GPP28801] covers results of an SA5 study on management

and orchestration for network slicing on the network slice instance layer and feirtuatised network
elements also on the resource layer. The TR additionally lists dedicated use cdseis @ritrements.

TR 28.802 [3GPR28802] contains results of an SA5 study on potential management related
requirements for 5G in terms of network architecture and-leigtl features. Please note that the work

on TRs 32.864, 28.801 and 28.802 is stilbingress.

The 3GPP TSG RAN has collected its requirements w.r.t. 5G in the TR 38.913-B89P8]. Except
for requirements, this report includes also the KPIs defined as well as evaluation scenarios.

4.2.2 Genericrequirements

The list of requirements describedthe following contains generic requirements on the overall 5G
system, including all parts of the network (radio, core, transport, etc.):

1 The 5G system shall leverage novel technology enaldegs NFV and SDN) to reduce the
total cost of ownership arto improve operational efficiency, energy efficiency, and simplicity
and flexibility for offering new services.
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1 The 5G system shall support the concept of dedicated network slices, understood as the
allocation of dedicated network resources to servdiaedEbusiness purpose, customer, or use
case.

1 The dependencies between 5G RAN and CN should be minimised to allow separate

evolutionary steps.e.,the architecture should be defined with a converged aecgssstic CN

with a common RAN CN interface with integrates different wireless access types (3GPP,

non3GPP), but which may also cover fixed access types (targeting-Miabie Convergence

(FMC)H.

The 5G system design shall support infrastructure sharing andtematicy.

The 5G system shall suppthe separation of User Plane (UP) functions (UPNFs) from Control

Plane (CP) functions (CPNFs), allowing independent scalability, evolution and flexible

deploymentse.g.,centralisedocation or distributed (remote) location.

1 The 5G system shall allownaodulaised function design (based time decomposition of RAN
and CN NFs)ge.g.,to enable flexible and efficient network slicing byaptive placement of
those NFs at different locations within the network infrastructure.

1 The 5G system shall allow foedloyment flexibility e.g.,to host relevant RAN and CN NFs
and application functions close together at the edges of the network, when regdednable
context aware service delivery, low latency services, etc.

1 Wherever applicable, procedure® ( the set of interactions between NFs) shall be defined as
services so that theirese is possible.

1 NFs shall be enabled to interact with other NFs directly if required. The architecture should not
preclude the use of an intermediate function to hetpute CP messages.

1 The 5G system shall be able to manage both VNFs and PNFs. Fault, configuration, account,
performance, and security (FCAPS) managementvell as lifecycle management (LCM) of
VNFs, shall be based on NFMANO principles [ETSIMANOO1] [ETSI-WP5G].

1 The 5G system shall support "stateless" NFs, wherectimaputational resource is decoupled
from the "storage" resource.

9 The 5G system shall support a unified authentication and ID management framework across
different access networks. Speciabyisions shall be offered for loT devicesd.,low-cost
sensors) with limited capabilities.

9 The 5G system shall allow operators to ojgimmetwork behaviourg.g.,mobility management
support) based on the mobility patteragy(,stationary, nomadicspatially restricted mobility,
full mobility) of a user equipmentyE) or group of UEs.

I The 5G system shall be able to smhfigure and selfieal in case of failures by éh
implementation of selbrganisng/optimisationnetwork (SON) procedures.

1 The 5G gstem shall efficiently support network resource sdilionand optimgationbased on

system information (context awareness), providing mechanisms to collect such information

(e.g.,network conditions, information on served UEs, user subscription prodipggication

characteristics) within an operator configured time scale.

The 5G system shall support different levels of resilience for the services provided.

The 5G system shall allow flexible mechanisms to establish and enforce priority policies among

the different services and users (subject to regional or national regulatory and operator policies).

1 The 5G system shall be able to provide the required E2E @gSréliability, latency, and
bandwidth) for a service and support prisationof resource when necessary for that service.

= =4

=a =

4.2.3 Requirements on network slicing

Requirements regarding network slicing in 5G systaniuding creation, removing, or modification
of network slicesre listed in the following:

4 Note: FMC not in focus of 5@&0NArch
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The 5G system should allow the realisata@@rNetwork Slice Instances (NSIs) across several
infrastructure domains which may be owned by different parties (ahwttiain operation).

The 5G system shall allow the operator to create, modify and delete an NSI (or network slice
subset instance (NSSHnd to define and update the set of services and capabilities supported
in an NSI.

The 5G system shall allow the operator to configure the information which associates a UE or
a service to an NSI.

The 5G system shall allow the operator to assign a UE MSinto move a UE from one NSI

to another, and to remove a UE from an NSI based on subscription, UE capabilities, the access
technology used by the UE, operator's policies and services provided by the NSI.

The 5G system shall enable a UE to be simultasigassigned to and access services from
more than one NSI of one operator.

Traffic and services in one NSI shib# logically isolated fim traffic and services in other NSls

in the same network.

Creation, modification and deletion of an NSI shall havenminimal impact on traffic and
services in other NSis on the same network.

The 5G system shall support scaling of an N8l,adaptation of its capacity.

The 5G system shall enable the network operator to define a minimum available capacity as
well asa maximum capacity for an NSI. Scaling of other NSls on the same network shall have
no impact on the availability of the minimum capacity for that NSI.

The 5G system shall enable the network operator to define a priority order between different
NSIs in cae multiple NSls compete for resources on the same network.

The 5G system shall support means by which the operator can differentiate policy control,
functionality and performance provided in different NSIs.

In a shared 5G network configuration, each ojershall be able to apply all the requirements
from this clause to their allocated network resources.

The 5G system shall provide the implementation of suitable network slice management
functions (NSMFs) allowing efficient fault, configuration, performaniifecycle, and policy
management of NSIs and NSSIs, respectively, also for automagd SON-based)
reconfiguration, optimisation, and healing.

4.2.4 RAN-related requirements

In this section, requiremesttelated tc6G RAN and UEs are lisd These requimaents are as follows:

T

= =4

The 5G RAN shall be highly scalable with respect to parameters like throughput, number of
devices or number of connections to support a wide range of 5G service types with diverging
requirements (likehosespanned by the triangle eMBB, mMTC, and URLLC).

The 5G RAN shall be designed to operate in a wide spectrum range with diverse characteristics
such as bandwidths and propagation conditions. For higher frequency bands such as millimetre
wave (mmW), beamforming (BF) will become estsal.

It shall be possible for efficiency purposes to run one or more NSI with varying service
characteristics on the same frequency band by sharing ofripeency resources.

The 5G RAN should enable a tight interworking between different 5G airangesfariants

(AIVS) incl. LTE-A Pro evolution.

The 5G RAN shall natively and efficiently support maibinnectivity,i.e.,the case when a UE

is connected to more than one transmissemeption point (TRxP) (intesite, i.e., not co

located) and/or mordaén one AIV (which may be docated or not). Multconnectivity shall

be supportedor both throughput increase via aggregation of parallel data flows as well as for
link reliability improvement via data duplication and/or network coding features.

The 5Gsystem shall support UEs with single and multiple radio capabilities.

When a UE is able to use two or more AlVs simultaneously, the 5G system shall be able to
select between AlVs in use, taking into accouwng., service, traffic characteristics, radio
characteristics, and UE's moving speed.
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9 The 5G RAN shall natively support netweskntrolled devicdgo-device (D2D) communication
(side link i.e., point-to-point, multicast and broadcast), both in as well as out of coverage of
TRxPs (important fore.g.,V2X scenarios).

1 The 5G RAN shall enable operators to support wirelesshaekhauling using 5G AlVs with
flexible resource partitioning between access and backhaul functions. THmaddifuling
functionality shall be multhop capable and support topdkajly redundant connectivity.

1 The 5G RAN should support a radio resource management (RRM) covering betpédific
and AlV-overarching aspects for data traffic steering/aggregation and interference management.

1 The 5G RAN design must be energy efficiefihis means that permanently active NFs or

signals transmissiong.Q.,reference symbols) have to be avoided.

The 5G RAN shall mininisethe signalling that is required prior to user data transmission.

The 5G RAN shall optilsethe CP and UP resource uedgr data transmission taken care of

UE capabilities (mobility tyea®eTxohyfeguentoo n, D),

infrequent), payload characteristiasd.,small or large ize data), application characteristics

(e.g.,provisioning opeation, normal data transfer) etc.

9 The 5G system shall be able to support seamless mobility/handover between the 5G AlVs and/or
TRxPs.

9 The 5G RAN shall support different means for reducing UE power consumption while UE is in
periods with data traffic aseil as in periods without data traffic.

1 The 5G RAN shall suppothe operation of downlink only broadcast/multicast over specific
geographic areag g.,a cell sector, a cell or a group of cells) to both stationary and mobile UEs.

1 Different options and @xibility for splitting the 5G RAN architecture shall be allowed. This
shall cover both the horizontal split (split between or inside radio protocol stack layers) and the
vertical split (.e., CP/UP separation).

1 The 5G RAN shall be designed such that ih caaximally leverage fronthe centraised
processing of radio layers, but also operate well in the case of distributed TRxPs with imperfect
x-haul (back/mid-/front-haul) infrastructure (split between a cerisad unit (CU) and
distributed units (DUs) nedhe antenna sites).

1 The RANCN interfaces and RA#fhternal interfaces shall be open for mukindor
interoperability.

= =4

4.2.5 Capability Exposure Requirements

In this section requirements for 5G systems relatewttavork capabilityexposureand UP handling in
the case of local service hostiage given.

1 The 5G system shall support capability exposure to third parties through a set of open
Application Programmingriterfaces APIs), allowing different provider business models to be
implementabled.g.,XaaS).

1 Based on operator policy, the 5G system shall provide suitable APIs to allow a trusted third
party to create, modify, delete and monitor NSIs used for the third party as well as to manage
the set of services and capabilities within and access of UEs toNlsdsé€incl. capacity and
QoS features).

9 The 5G system shall support concurrent access to local and centralised services. To support low
latency services and access to local data networks, UPNFs may be deployed close to the RAN.

9 The 5G system shall enakdeservice hosting environment provided by an operator, support
configuration of that environment and be able to interact with applications in that environment
for efficient network resource utilisation and possible offloading of data traffic.

1 Based on opetor policy, the 5G system shall provide suitable APIs to allow a trusted third
party to manage and monitor this trusted thi
service hosting environmerg.g.,for offloading purposes close the Ebcation).

9 Based on operator policy, application needs or both, the 5G system shall support an efficient UP
path between UEs attached to the same network, modifying the path as needed when the UE
moves during an active communication.
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1 Based on operator policy, tb& system shall be able to support routing of data traffic between
a UE attached to the network and an application in a service hosting environment for specific
services, modifying the path as needed when the UE moves during an active communication.

4.2.6 Secuity requirements

This section liss some more general hidggvel requirements with respect to security issues a 5G system
has to fulfil. As extension of that lisome more dedicated security topics willdescribed in following
Section4.3 that will be covered in more detail by innovative solutions to be derived within 5G
MoNArch.

1 The 5G system shall be designed in a wayithsgcurs the network, its users and their traffic
effectively against cybeattacks, and may providéexible security mechanisms that can be
tailored to the needs of the different use cases that are supported.

1 The 5G system shall provide mechanisms to verify the integrity of radio messages. These
mechanisms shall allow the detection of unauthorised nragissages, detection of "false base
stations" and verification of an authorised network. The mechanisms defined should cater for
high-speed communications envisioned in 5G and for battery efficient low volume data as well.

9 The security mechanisms defingdthe 5G system shall be able to be configured to comply
with local lawful interception laws and regulations.

9 The security mechanisms defined in the 5G system shall be able to be configured to
confidentially protect voice, data asmjnalling as well asubscriber's privacy.

9 The security mechanisms defined in the 5G system shall be able to be configured to provide
authorsation services for users, devices and networks both at a bearer level and at a services
level.

9 The security mechanisms defined in th& $ystem shall be able to be configured to provide
authorisation, integrity protection and confidentiality between network elements and between
networks.

9 The security mechanisms defined in the 5G system shall be able to be configured to provide
authoriséion, integrity protection and confidentiality for new 5G services.

1 As the 5G system networks may be active up to and beyond 2030 and as the ability to attack
security mechanisms increases over time, the security mechanisms specified for the 5G system
shall be extensible to new algorithms and procedures that will be defined during the lifetime of
the specifications, where appropriate.

1 The CP shall be protected against denial of service attacks from UEs. Mechanisms should be
specified which limit the efféavhich signallingattacks may cause to the netwdskgnalling
caused by UEs should not be able to degrade the network performance for other end users and
the network itself.

1 UEs shall be protected against denial of service attacks from the network.nidechahould
be specified which limit the effect whigignallingattacks may cause to UEgnallingcaused
by the network should not be able to degrade the network performance for end users.

i UEs and the 5G network should be protected against deniaindte attack from external
networks.e.g.,the internet, and from other UERhe mpact to network and end user signalling
or data processing due to external attacks should be meadirBignallingand data processing
caused by external network trafficeaid not degrade the network performance for end users
and the network itself, as well as the UE performaeae,the power consumption.

4.3 Resilience andSecurity Requirements

Besides the general requirements listed in Sedtignhe 5GMoNArch project puts particular attention
to innovation aspects related to security and resiliascpart of WP3, as well as part of the sea port
testbed In this respect, specific criteria have been set for assessing whethepdration of the
considered architecture design meets the required standards in terms of resilience and security.

For a consolidated study of the above criteria, they are listed in three major sets, depending on whether
they reflect the ability of thaetwork
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1. Prevent design spaceo prevenby desigrthataproblem or malfunction takes placeat least
to minimseits probability

2. Problem spaceto detectsuchaproblem or malfunction in an efficient mannefeally before
it has any drastic impaon the system or service performance

3. Solution space:to effectively reacto such problerm or malfunctiors after they havebeen
detected

In this context, thehree sets of criterimentionedabovecorrespond to different system requirements.
Specificaly, we distinguish between malfunctigmotection requirements, detection requirements
andreaction requirements These three major sets are employed for quantifying and evaluating the
design of the network and are elaborated separately below.

A. Protection requirements, referto requirements used tiefine how efficiently the network can
protect itself from encountering any type of malfunctioftsis category of requirements falls into
the “preventi on gthesset@fndesigmcateria thateventrihe begurrence of
network faults. The major requirements in this redhad will be considered by 5GloNArch are
as follows
1 Thedesign of thésG RAN (inclusiveof radio protocol stagkas well as the deployment options

resulting from thisshall dlow the minimiation of the radio link outage probability with the
aim to achieve high reliability and availability values targeted especially by vertical industries
for URLLC use casessG-MoNArch will take care of that requirement by deriving and
evaluding specially tailored muktonnectivity based solutions. Those may rely on efficient
traffic flow steering between different available links or on approaéhesiving data
duplicationacross the radio linksith or withoutapplyingnetwork coding scheas[MVD16]
[GDKO08].

9 The design othetelco cloud to béntegratednto the 5G system shall be in a way that it prevents
the network performanceéo degrade oat leastkees the degradation on a minimum level
Similar totheapproach for the RAN design, 9@oNArch will counteract network faults e
telco cloud with the use @frior added redundancy for the sake of resilighi¢eA10].

It is important to note that such redundabogh for the radio link and for the telco cloddes not come
for free, impying that the cost of such networkfrastructuredesign kould beminimised also
Therefore, anymeasure used in this respéets to reflechot only the achievable performance w.r.t.
reliability and availability requiredo keep certain service level agments (SLAsput alsothe cost
efficiency of such a redundantased desigimrhose techn@conomic evaluations are also part of the
verification and validation process within WP6 of-M&NArch.

B. Detection requirementsare associated to requirements relatethe sec al | e d probl em
That is, the requirements for identifying a problem to the network of any kind. These include:

1 The 5G system shall support the detection of network faultealfunctions ideally before
those haveny drastic impact osystem or service performandgs-MoNArch will work on
correlation algorithms that @rdirected towards detectingpaoblem or a fault in network
componerg and identifying its root cause. The assessment of such algorithms will be carried
out on the basisf their effectiveness to detect and diagnose a malfun@oN03].

1 The5G system shall support the detection of security thréat&lentify security threats at an
early stage 5@10NArch will evaluatespecially designed abgithms for anomaly detectio
Similarly, as with network malfunctions, classifying such anomalies as security threats is
imperative for a healthy operation of the netwdrke requirement of detecting network faults
includes their ability to spot anomalies in cases of massive tittaaks. This implies that such
criterion is not a fixed one, but is flexible enough to take into account that the required level of
security is maintained even for unexpected situations where an unusual number of security
threats is presefifWG+16]

C. Thereaction requirementscorrespond to the performance measure used to assess the ability of the
system to recover after a problematic functionality has occurred. This is also referred to as the
“solution space”. Mor e pr dudei sely, the reaction
1 The 5G system shall be designed in a way that in case of a network malfunction the service

restoration timgcf. Section5.2) is minimised. A network malfunctiormay entailan abrupt
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interruption of a netark or customerservice. Within the concept of network resilience, it is

crucial that such service interruption is limited to the minimum possible eXteatdesign of

the 5G system by 5®IoNArch will guarantee that the effect oetwork malfunction is

mitigated in a way that is required by the servitken et wor k'’ s ser viise rest
measured via theervice restoration timghich corresponds to the time betweeten a

malfunction has started (independently of whether this has been diagmos®dc.f. network

fault detection requirement), until the service has been completely recfvBke 16].

9 The 5G system shall provide measures to react to security attacks and to mitigate their impact.
When the network is under security attack, it ipémativethat certain measures are taken to
ensure that such attacks affects its performance as little as pos&iNeNArch will design
the system to be able tsolate security intrusis into given areas by utiligy the concept of
security trust zore This concepstates that parts of the network are isolated from each other to
make sure that security intrusions remain geographically, as well as functionally, limited
[HWM+17].

In summary,the protection requirements refer to a targetk network desig towards minimigg
networkfaults the detection requirementsreflect the ability of the system to detect and diagnose a
malfunction or anomaly, while theeaction requirements focus on the ability of the network to
withstand such undesirable situatioA#.the above groups of requiremeratfectan important part of
the system evaluation, as far as resilience and security are condermeeluate the performanaad
effectivenes®f solutions to be derivedithin 5G-MoNArch to fulfil theserequiremerd speciatelated
KPls are defined iChapterb.

4.4 ResourceElasticity Requirement

According to the MerriarWe b st er dictionary, one definition o
adaptable,” whil e amejiehere dmebirldltat e¢so troe croevseirl if
mi s f or t un éMerol?]. Bailtireg ongheese definitions, elasticity considering both axes, namely,
adaptability and recoverabilitg defined

The elasticity of a network slice can be defil as its ability to gracefully adapt to load changes in an
automatic manner such that at each point in time the available resources match the demand as closely
and efficiently as possible. In this way, tharea number of key concepts that have to ddrassed

when dealing with elasticity:

9 The network slice under study
1 One or more resources, supporting the network;slice
1 One or more outputs, resulting from the execution of the.slice

The concept of resource elasticity can be analysed from three wlifferespectives, each of them being
a fundamental piece needed to bring elasticity to the network operation

9 Elasticity atthe VNF Levetl
1 Elasticity atthe Network Slice Level
1 Elasticity atthe Infrastructure Level

The first item is probably the more eghnt to the project, as elastic network slices that run on an elastic
infrastructureare built on elastic VNFEsThe latter two are related to the orchestration levidie
description othe evaluation criteria for each of thésprovided in the followig.

4.4.1 Elasticity at the VNF Level

The concept of VNF elasticity is also related to both scalability and efficiency. Scalability of a system
(i.e., its ability to meet a larger load demand by adding a proportional amount of resources) is a
prerequisite for elticity but it does not consider temporal aspects of how fast and how often scaling
actions can be performed. Efficiency and elasticity are related as better elasticity results in higher
efficiency, but the implication is not always true in the other tivacs efficiency can be influenced

by factors not related to elasticityKR13].
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A general framework to discuss the key concepts and their relations, prior to defining the criteria for the
evaluation of elasticity, is provided Figure4-1.

Resource A —
-
Multiplexing -
\ J gans \ J
| |
Shortage Graceful

Degradation

Figure 4-1:Context for the execution o&n elastic function

The concept of elasticity fa NFwas not directly applicable to a legacy PNF. There, and especially for
the distributed ones, tHenctionality is provided by a physical box that is the result of a thorough joint
HW/SW design. Therefore, they have traditionally been designed without any major constraint on the
available execution resources: they were expected to be always avajiaalsign

In networks withcentraised VNFs, the jointHW/SW design is not possible anymore: VNFs are pieces

of SW that run on virtual containers on heterogeneous (with standard interfaces) cloud platforms.
Therefore, in this new but already widely adabs$eenario, expecting that all the needed resources are
always available by design is not the case anymore.

Unfortunately, current VN§& (especially RAN ones) have been designed under the assumption that
required computational resources are always avaikaidethey may not be prepared to manage this
situation. Indeed, when such resourceg( CPU) outages occur, current virtised RAN
implementationdNMM+14] just drop the frame being processed, and as a result they see their
performance severely degraded

Under ideal circumstancese., no shortage or variation of the resources, a function has to operate
reliably as i n NR &iveo tha fanctmris will intéractl wahseach atheerd, We follow
the framework of ETSFRELOO3 for models ad endto-end calculations and defia@ailability as the
relative amount of time that a given function is providing the expected outauitg uptime):

Availability = Uptime / (Uptime + Downtime)
It is to be notedthat in the classical approach thidiakility referred to the availability of a
communication resource.Q..” f i ve nines r el i abi.999%),aidthérefarewasn a v a i

challenged by congestion or degradation of links, but in theMB6®Arch vision there are more
resources tht impact performance.

In fact, in general thaesources supporting the execution of the considered function will be
heterogeneous, and therefore care should be taken when performing experiments, in order to compare
apples to apples. Specifically, VNF ex#ion is supported by IT resources (CPU, Disk, RAM), as well

as networking and communications resoureeg. {fransport network, spectrum), so comparing them

will need a careful design of comparable metrics. Moreover, as there is alreaipiehensivstate

of-the-art availableon how to cope with shortages of networking resourties,focus here will
particularlybeon IT resources.

An elastic VNF should thus be able to cope with variations in the availability of these resources, without
causing an aloipt degradation in the outputs provided by the function. Depending on the relation
between this shortage and the reduced performance that is obtaigedtetul degradation of a
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functioncan be definedf, e.g.,the percentaldecrement of resourcesbsund by a similar or smaller
percentareduction in performance. Furthermore, a function will requingramum set of resources
(minimum footprint) to be able to provide any output. Similarly, when the load in the system is low,
elastic VNFs should behauan elastic manner by avoiding overprovisioning of unnecessary resources
(e.g.,by consolidating/irtual machines\{Ms) on a commorHW platform).

The ability of a function to adapt to variations in the available resources could result in a more efficient
operation, which can be interpreted in terms of two related concepts: on the one hand, to serve the same
set of VNFs an elastic system requires less (IT but also energy) resawecds,can be better
dimensionednd operated, thus leading toast eficiency gainn r el at ed t o t he reso
e.g.,an elastic function or an orchestration mechanism, and the inelastic counterparts; on the other hand,
with the same set of resources, it may support a larger number of VNFs, improviresdbece

utilisation efficiency, by exploiting multiplexing gains or deploying VNFs where resource are
available.

Building on the above, there are different axes to evaluate the elastiaityFof

1 Interms of its output: reliability

9 Interms of its minimum sedf resources needed: its minimum footgrint

1 Interms of the impact of resource shortage on its output: the degradation

1 Interms of systemwide perspective: the cost efficiency or resourcesatiipnefficiency gains

4.4.2 Elasticity at Network Slice Level

The elastic design of a VNF, as described in the previous section has an impact on the elasticity of a
network slice, defined as the chain of \M\Rat provide a telecommunication service. Indeed, chaining

a sequence of VNFs with different elastic KPIs (@sadibed above) will result into an overall elasticity
associated to a tenant running a service using a network slice. This ultimately affects the QoE/QoS
perceived by users, that may experience different performance degradations according to the elasticit
level provided by the tenant.

Following the analytical framework provided iETSFRELO0J3 (namel vy, model | i ng
sy st e ms "rglated maricsan e elerivethased on the performance of the individinablved

modules. In this way, if a sédce is composed of two independent components that ruséniaised

manney the output depends on the contemporary availability of the two mo@dedoth mustbe

active for the service to work), as illustraiad=igure4-2:

Module 1 pummg Module 2 4-[ Output }

Figure 4-2: Service composition: serialised modules

Then itsavailability is given by the product of the correspondsmpleavailabilities
Availability = Availability; x Availability

In contrastjf a service is composed fdundantmodules, running in parallel to improve resiliertat
the cost of potentially an increased resource consumption), as illustr&igdre4-3:
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s N

Module A Module A

Output Output

- J
Figure 4-3: Service composition: parallelised modules

Then the availability of the service would be given by
Availability = 17 (1-Availabilitys) x (1- Availabilityis)
Depending on the specifics of the service under consideration, this includibghhviour of each of
the modules composing the service, more complex analysis can be performed to derive the

corresponding KPIs of interest, such as the resource consumption, the function of performance
degradation, or the minimum set of resources reduir

4.4.3 Elasticity at the Infrastructure Level

The last dimension of elasticity is the one that involves the infrastructure on which elastic NFs run. The
choice of how many network slices are hosted in the same infrastructure depends on the infrastructure
provider,that runs, for exampledmission control algorithms to guarantee that the SLA with the various
tenants are always fulfilled.

Elasticity at the infrastructure level is a metric that involves both business and technical KPIs. By
leveraging multiplexig gains, more network slices can be hosted on the same infrastructure (providing
hence higher revenues), lihis comes athe cost of having to resort to more elastic VNFs.

For the elasticity at infrastructure leye{Pls will be used that provide insigho the effects of
overbooking,i.e., the average performance loss in comparison with the monetary gairzs l&rger
number ofnetwork slices may provigder specific numbers on how many network slices can be hosted
by agiven infrastructureleployment
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5 Key Performance Indicators

This chapterprovides an overview about KPIs which are relevant for the verification and validation
process within 5éMoNArch. Section5.1includes a collection of KPI definitions ekdy provided by

SDOs like 3GPP and ETSI, regulatory bodiegy( ITU-R), and other forums being important for
specification of the 5G systera.¢.,5G PPP and NGMN). 5&oNArch will take into account those
definitions as far as possible; and, if requjradditional KPIs will be defined for evaluation of
innovations to be derived within the project (see Secttodand5.3). In addition,Section5.4 covers
applicationspecific KPIs to be used especially for the assessment of achievable service performance in
the two testbeds. Sectidn5 lists KPIs to be applied in the techeoonomic evaluations of 5G
MoNArch.

5.1 General KPIs

The general KPIs given in thigectionare based on eollectiontaken from SDOs, regulatory bodies
and forums like 5G PPP and NGMN.

Please note that the listing is made in alphabetical oréerthe segence is not according to the
relevance of the different KPIs.

Area traffic capacity
(based on 3GPP/ITR; akatraffic volume density by 5G PPP)

The total traffic throughput served per geographic area (in BpFhis metric can be evaluated by two
different traffic models: Full buffer model and néuril buffer model.

1 By full buffer model: The computation of the total traffic throughput served per geographic area
is based on full buffer traffic.

1 By nonfull buffer model: Again, the ptal traffic throughpuserved per geographic area
computed, buin addition tothe area traffic capacigisothe user experienced data ratmeed
to be evaluated at the same time using the same traffic model.

The area traffic capacity is a measure of how much traffic a nletvem carry per unit area. It depends
on site density, bandwidth, and spectrum efficiency. In the case of full buffer traffic and a single layer
single band system, it may be expressed as:

Area traffic capacity (bps/fp= site density (site/f x bandwidh (Hz) x spectrum efficiency

(bps/Hz/site)

Site here refers to a single transmission and reception point (TRxP). It is proposed to perform full buffer
evaluation, using the spectrum efficiency results together with assumptions on available bandwidth and
site density in order to derive a quantitative area traffic capacity KPI for information.
Area traffic capacity is typically evaluated through system level simulations. Note that D2D traffic
should be evaluated independently from the cellular one. Besitesink between source and
destination may cover multiple hops especially whenideal backhaul is taken into consideration.

Availability
(based on 3GPP/5G PPP/NGMN/ETSI)

Percentage value (%) of the amount of time a system is in condition to delwieesetivided by the
amount of time it is expected to deliver services in a specific area.

The availability may be specific for a communication service. In that case, it refers to the percentage
value of the amount of time the et@end communication seipe is delivered according to an agreed
QoS, divided by the amount of time the system is expected to deliver tiie-end service according

to the specification in a specific area.

Note 1:The end point in "entb-end" is assumed to be tbemmunicatiorservice interface.

Note 2: The communication service eonsideredunavailable if it does not meet the pertinent QoS
requirements. If availability is one of these requirements, the following rule applies: the system is
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considered unavailable in case anaotpd message is not received within a specified time, which, at
minimum, is the sum of erAnb-end latency, jitter, and survival time.

The RAN availability is characterised by its availability rate [x], defined as follows: a TRxP is available

for the targeed communication [x]% of the time. Unavailable communication for shorter period than

[ V] ms shall not be counted. The 5G specificati
compromised by the functions defined to improve the network or UE eeéfigiency, or by system
reconfigurations and software upgrades. The availability may be targeted for the whole coverage area

of a TRxP or for [z]% of the locations within the area.

Considering NFvbased implementations of a system the service avatjafitiy be also defined as the

total service available time divided by the sum of total service available time and total restoration time
required to set up the service again [ERELO003]. In that case, typically only the communication path

in the networkinfrastructure is consideree., without involvement of UE and radio link.

In the classical resiliendbeory,the availability of a system/component is defined as the relative uptime,
or more precisely as the mean time between failures (MTBF) divigeldebsum of MTBF and mean
time to repair (MTTR)€.9.,[ETSI-RELOO3] w.r.t. availability considerations for systems consisting of
NFV-based components).

Bandwidth
(based on 3GPP)

Bandwidth means the maximal aggregated total system bandwidth. It maypeetedpby single or
multiple RF carriers. It is a quantitative KPI.

Cell-edge user throughput
(based on 3GPP)

The cell edge user throughput is defined as the
call throughput

Connection density

(based on 3GPP/ITWR)

The total number of connected and/or accessible devices per unit area (per km2). Connectivity or
accessibility refers to devices fulfilling a target QoS, where the target QoS is to ensure a system packet
drop rate less than [x]% undewngh packet arrival rate [I] and packet size [S]. The packet drop rate is
equal to the number of packets in outage divided by the number of generated packets, where a packet is
in outage if this packet failed to be successfully received by destinationeretelyond a packet
dropping timer.

Analytical, link level, and system level evaluations can be performed to derive the connection density
in a certain deployment scenario (note: 3GPP proposes to use an Urban environment for mMTC related
evaluations).

Control plane latency
(based on 3GPP/5BPP)

Time to move from a battery efficient stated.,IDLE) to the start of continuous data transferm(,
ACTIVE).

Analytical evaluation is typically used as the evaluation methodology.

Coverage
(based on 3GPP)

Maximum coupling loss (MaxCL) in UL and DL between UE and TRxP (antenna connector(s)) for a
data rate of [X] bps, where the data rate is observed at the egress/ingress point of the radio protocol stack
in each direction.

Link budget and/or link level analigsare typically used as evaluation methodology.
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CL is defined as the total lortgrm channel loss over the link between UE antenna ports and the TRxP
antenna ports, and includes in practice antenna gains, path loss, shadowing, body loss, etc. The MaxCL
is the limit value of CL at which the service can be delivered, and therefore defines the coverage of the
service. The MaxCL is independent of the carrier frequency. It is defined in the UL and DL as:

UL MaxCL = UL Max Tx power TRxP Sensitivity
DL MaxCL =DL Max Tx power UE Sensitivity

Note: 3GPP proposed a target for coverage of 164 dB for an mMTC service assuming 160 bps. For a
basic MBB service characterised by a DL/UL data rates of 2(1) Mbps/60(30) kbps for stationary users,
3GPP proposed a target XMzl of 140(143)B. For mobile users 3GPP assumes a DL data rate of 384
kbps as acceptable. At a coupling loss of 143 dB relevant DL/UL control channels should also perform
adequately.

Coverageareaprobability
(based on 5G PPP)

The ®veragearea probalhiy is defined as the percentage of the aneder consideratiqgrin which a
service is providelly the mobile radio netwottk the end usen a quality {.e.,data rate, latency, packet
loss rate) that is sufficient for the intended applicati@oS/QoElevel). The RAN may consist of a
single radio cell oof a multicell deployment. For services of different types and QoS/QoE levels the
coverage area probability will be also typically differelrtr radio network planningurposesor
coverage measuremerthe area under consideration willumuallydivided into2-dimensionalpixels

or segmentge.g.,along roadsyvith thesame size.

End-to-end latency
(based on 3GPP/5G PPP)

The time that takes to transfer a given piece of information from a souraestimation, measured at

the communication interface, from the moment it is transmitted by the source to the moment it is
successfully received at the destination. It is also referred to as one trip time (OTT) latency.

Another latency measure is the roung@ time (RTT) latency which refers to the time from when a data
packet is sent from the transmitting end until acknowledgements are received from the receiving entity.

Energy efficiency
(based on 3GPP/ITR)
Energy efficiency means to sustaineataindata rate while minimiag the energy consumption. It has
two aspects:
1 On the network side, energy efficiency refers to the quantity of information bits transmitted
to/received from UEs, per unit of energy consumption of the RAN (in bit/Joule).
1 On the UE ®le, energy efficiency refers to quantity of information bits per unit of energy
consumption of the communication module (in bit/Joule).

It is a qualitative KPI. The evaluation methodology should be based on inspection, but more detailed
quantitative assement can be performed.

Latency for infrequent small packets

(based on 3GPP)

For infrequent application layer small packet/message transfer, the time it takes to successfully deliver
an application layer packet/message from the radio protocol layer 2/3rfgi#ds point at the UE to

the radio protocol layer 2/3 SDU egress point in the RAN, when the UE starts from its most "battery
efficient” state.

Analytical evaluation is the baseline evaluation methodology and system level evaluation can be
considered iheeded.
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Mean time between failure@MTBF)
(by ETSI)
The MTBF is the statistic mean uptime of a system/component before it fails.

Note: The MTBF is a property of the system/component and hardly can be influenced by the operator
(except by ensuring thatiit kept within its specified operational limits).

Mean time to repailMTTR)
(by ETSI)
The MTTR is the statistic mean downtime before the system/component is in operations again.

Note 1 In contrast to the MTBF the MTTR is determined solely by proceds@édcts, namely how
long will it take to organise a spare part and to get the repair work done.

Note 2 (extension by 5@vVIoNArch): In contrast to former telco network generations, where systems
are primarily characterised by exchange of HW boxes in thé s, for more SYériented systems

using NFV approaches the time for SW fault localisation, remediation, and recovery without the need
to exchange the underlying HW will be considered which may drastically reduce the resulting MTTR
and therefore the riability (see also the definition of tleervice restoration timein Section5.2).

Mobility
(based on 3GPP/ITR)

Maximum speed at which a defined QoS and seamless transfer between TRxPs which may belong to
different deploymentayers and/or radio access technologies (rtajter/RAT) can be achieved (in
km/h).

The evaluation methodology should be link level evaluation with deployment scenario specific
operating point.

Mobility interruption time
(based on 3GPP/5G PPP)

The shotest time duration supported by the system during which a UE cannot exchange UP packets
with any TRxP during transitions. This KPI is for both intiad inteffrequency mobility as well as for

intra- and interAlV mobility.

Analytical evaluation is typilly used as the evaluation methodology.

Ideally, the mobility interruption time should be 0 ms, which may be achievable byaomitectivity

and CP/UP decoupling.

Peak data rate

(based on 3GPP/ITRR/5G PPP)

Highest theoretical single user data rate fin)li.e.,assuming ideal, errdree transmission conditions,
when all available radio resources for the corresponding link direction are utileseeix¢luding radio

resources that are used for physical layer synchronisation, reference signalspgyéal bands and
guard times).

Analytical evaluation is typically used as the evaluation methodology.

Peak spectral efficiency

(based on 3GPP)

The peak data rate normalised by the bandwidth applied. Higher frequency bands could have higher
bandwidth loit lower spectral efficiency and lower frequency bands could have lower bandwidth but

higher spectral efficiency. Thus, peak data rate cannot be directly derived from peak spectral efficiency
and bandwidth multiplication.

Analytical evaluation is typicallused as the evaluation methodology.
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Reliability
(based on 3GPP/ITWR/5G PPP/NGMN)

Percentage (%) of the amount of sent network layer packets successfully delivered to a given system
node (incl. the UE) within the time constraint required by the targededce, divided by the total
number of sent network layer packets.

Note 1: The reliability is evaluated only when the network is available.

Note 2 Dependent on the targeted service the RTT latency instead of the E2E (OTT) latency may be
applied.

The RAN reliability can be evaluated by the success probability of transmitting X bytes within a certain
delay of [t] ms, which is the time it takes to deliver a data packet from the radio protocol layer 2/3 SDU
ingress point to the radio protocol layer 2/3 SBgress point of the radio interface. The target
communication range and reliability requirement is dependent of the selected deployment and operation
scenarioj.e., by taking into account a certain channel qualkty(at the coverage edge).

Link level evaluation with deployment scenario specific operating point and system level simulations
are to be performed(g.,Indoor Hotspot and Urban Macro for eMBB; Highway and Urban grid for
connected cars/URLLC).

In the classical resilienddeory,the reliabilty of a system/component over time is directly related to
its MTBF. In the simplified case that the MTBF
it can be calculated as follows:

R (t) = exp{t/MTBF).
It should be noted, however, that th@ BF of most systems/components (respectively their failure rate

= 1/MTBF) will change significantly over timee(g.,[ETSFRELO03] w.r.t. reliability considerations
for systems consisting of NFased components).

Resilience
(based on ITLR)

Resilience ighe ability of the network to continue operating correctly during and after a natural -or man
made disturbance, such as the loss of mains power.

Service continuity
(based on 3GPP)

The uninterrupted user experience of a service that is using an active deationnwhen a UE
undergoes an access change without, as far as possible, the user noticing the change.

Note 1 In particular service continuity encompasses the possibility that after a change the user
experience is maintained by a different telecommuitinagervice €.9.,tele- or bearer service) than
before the change.

Note 2 Examples of access changes include the following. For EPS: CS/PS domain change. For EPS
and 5G: radio access change, switching between a direct network connection and an aidicekt n
connection. Indirect in that sense means using a relay node (TRxP or another device) in the connection
to the end customer device.§.,via D2D5lide linkmode).

Spectral efficiency per cell/transmission and reception point (TRxP)
(based on 3GPP/I-R)

TRXP spectral efficiency is defined as the aggregate throughput of all users (the number of correctly
received bitsj.e., the number of bits contained in the service data units (SDUs) delivered to Layer 3,
over a certain period of time) within a radtoverage area (site) divided by the channel bandwidth
divided by the number of TRxPs. Rsectorsite consists of 3 TRxPs.

In case of multiple discontinuous "carriers" (one carrier refers to a continuous block of spectrum), this
KPI should be calculatgukr carrier. In this case, the aggregate throughput, channel bandwidth, and the
number of TRXPs on the specific carrier are employed. It is a quantitative KPI.
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Spectrum and bandwidth flexibility
(based on ITLR)

Spectrum and bandwidth flexibility refers the flexibility of the 5G system design to handle different
scenarios, and in particular to the capability to operate at different frequency ranges, including higher
frequencies and wider channel bandwidths than today.

UE battery life
(based on 3GPP)

Lif e time of the UE battery to be evaluated without recharge. Analytical evaluation is typically used as
the evaluation methodology.

Note: For mMTC, 3GPP proposed that UE battery life in extreme coverage shall be based on the activity
of mobile originated dattransfer consisting of 200 bytes UL per day followed by 20 bytes DL from
MaxCL of 164 dB, assuming a stored energy capacity of 5 Wh.

User experienced data rate
(based on 3GPP/ITAR; akaexperienced user throughputoy 5G PPP)

The achievable data rate ths available ubiquitously across the coverage area to a mobile user/device
(in bps). It is usually related to the minimum data rate required to achieve a sufficient quality experience
(dependent on the selected service type).

The user experienced dataeraan be evaluated for néull buffer traffic and for full buffer traffic, but
nonfull buffer system level simulations are preferred for the evaluation of this KPI taking care of
respective deployment scenarios and using bursty traffic models.

For nonfull buffer traffic, the user experienced data rate is thepB¥entile (5%) of the user
throughput. User throughput (during active time) is defined as the size of a data burst divided by the
time between the arrival of the first packet of a burst andeiteption of the last packet of the burst.

For full buffer traffic, user experienced data rate is calculated as:
User experienced data rate = 5% user spectrum efficiency x bandwidth

Here it should be noted that the 5% user spectrum efficiency depends ountber of active users
sharing the channet(g.,10 in the evaluations in IT®® Report M.2135), and that the 5% user spectrum
efficiency for a fixed transmit power may vary with bandwidth. To keep a high 5% user spectrum
efficiency and a few users shagithe channel, a dense network is beneficil, 5% user spectrum
efficiency may vary also with site density (site here refers to single TRxP).

5% user spectrum efficiency means the 5% point of the cumulative distribution function (CDF) of the
normaliged user throughput. The (normalised) user throughput is defined as the average user throughput
(the number of correctly received bits by usees, the number of bits contained in the SDU delivered

to Layer 3, over a certain period of tijpdivided by he channel bandwidth and is measured in bps/Hz.

The channel bandwidth for this purpose is defined as the effective bandwidth times the frequency reuse
factor, where the effective bandwidth is the operating bandwidth normalised appropriately considering
theupl ink/ downlink ratio. In case of multiple disc
block of spectrum), this KPI should be calculated per carrier. In this case, the user throughput and
channel bandwidth on the specific carrier are eygd.

The user experienced data rate is calculated separately for DL (transmission from TRxP(s) to UE), UL
(transmission from UE to TRxP(s) and (potentially) for D2D (transmission directly between involved
UEs).

User plane latency
(based on 3GPP/5G PPP)

The time it takes to successfully deliver an application layer packet/message from the radio protocol
layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point via the radio interface in
both UL and DL directions, where neither UE nor TR&Beption is restricted by DRX.
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Analytical evaluation is typically used as the evaluation methodology. The evaluation needs to consider
all typical delays associated with the transfer of the data packets in an efficiere.giagpplicable
procedural dlay when resources are not-atocated, averaged HARQ retransmission delay, impacts

of network architecture).

Note that the reliability KPI also provides a latency value with an associated reliability requirement.

5.2 Resilience andSecurity KPIs

In this section the specific KPlsare listedwhich are relevant to theetwork desigrwith respect to
resilience and securifgee theorrespondingequirements in Sectioh3).

In addition to the KPIs listed in Sémh 5.1, namely reliability (based on 3GPP/ITR/5G
PPP/NGMN)resilience(based on ITLR), andmean time tor epair (by ETSI) the following indicators
are foreseen to play an important role in the network ddsigm theresilienceand securitypoint of
view.

End-to-end reliability

This KPI equals the probability that all network components, including the virtualised and non
virtualised part of the network, aapableto support arequiredfunction (taken fromhe set of
computation; networking; storagier a given time interval (c.f* Rel i abi l i ty” and *“ Rel
cl oud” KPl's discussed in Sections 5.1 and 5. 2, r
Note: This KPI refers to the enb-end performance, since if any of thewetk parts {.e., RAN,

transport, telco cloudare not capable of meeting the requirementse QoS as seen from the UE
perspective is dropped. As such, this is a combined KPI, where all network elements from the access
network to the core network are irived.

Reliability of the telco cloud
Probability that a telco cloud componerdan perform a required functioftaken from the set of
computation; networking; storagehder stated conditions for a given time interval.

For example, in case of networkirtgis can be the percentage (%) of time that a defined set of I/O ports

(of adata centr@r a NFVI-PoP) supports 1/O packet processing at a given data rate for a given time
interval.Thatist he set of plcotclsud vompohetit, b &/ Plogssibgweuld be

the “required function”, and the given data rate
This KPI reflects the ability of a telco cloud to withstand any network faults or malfunctions which

might have negative impact on system or sergi&rormance.

Note: This KPI refers to the infrastructure level, and isdicgctly relatedo the RAN reliability defined

in Section5.1

Service restoration time

Time span required between a point in time wreerservice related malfunction has started
(independently of whether this has been diagnosed or not, c.f. network fault detection requirement), until
the service has been completely recovered.

With this KPIs the 5G system will be assessed in terms diilis/do restore an affected service within
a given, usually strongly limited time.

Security threat identification
Percentage (%) of security threats (where any type of security intrusion attempt is regarded as security
threat) that are identified by tlaeidentification algorithms.

With this KPI the effectiveness of security threat algorithms for anomaly deteleroved within 5G
MoNArch will be evaluated.

5 point of Presence
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This KPI is evaluated on a simulation basis, where artificial threats are created in ordessotlass
effectiveness of the proposed threat identification algorithms.

Security failure isolation

Percentage (%) of propagated security failures,of security failures that pass the security z(iree,
the zone where certain security measures impemented).

This KPI is also evaluated in a simulation environment, where the ability of the 5G system to isolate
artificially security failures is assessed.

Besides the KPImtroduced abovesndto-end KP§ will be consideredvhicharerelated tahe overall
system performancas described below.

5.3 ResourceElasticity KPIs

For resource elasticity, a scenari@assumd where @ NF is running over a set of resources to produce

a set of outputd-urthermore, it imssumd that for each novel function uadconsideration there is an

inelastic counterparte.,t he “cl assi cal ver sion that provides
we note that the period of time (when applicable) is implicit in the definitions below, and its actual
length may haveotable implications when performing a characterisation of a sysgmna system

that is not available during Bsondover a period of 10exzondshas the same relative unavailability as

a system that is not available duringdurover a period of timef 10hours.

The fllowing KPIs in alphabetical ordemare given with respect to assessing the fulfilment of
requirements listed in Sectidn4:

Availability

Availability is defined as the relative amount whé that the function under study produces the output
that it would have produced under ideal conditiofikis is aligned with the availability concept
described in Sectios.1, but with a specific focus on thiesource provisioning.

Cost efficiency gain

This metric measures the average cost of deploying and operating the network infrastructure to support
the foreseen services. An elastic system should be able to be optimally dimensioned such that less
resourcesre required to support the same services; in addition, in lightly loaded scenarios the elastic
system should avoid the usage of unnecessary resources and reduce the energy consumption (thus
limiting the operation expenditure).

Elasticity orchestration oerhead

The amount of resources required for realising orchestration funciiengnctions that enable NF
elasticity (such as theq@acement of a VNF) and are not part of the traditional architecture. An example
could be the vector that includes @@ount of CPU, RAM, anthe amount of networking resources
(e.g., the minimunbandwidthneeded for the outlet links in a VNF)onsumed by the orchestration
function.

Minimum footprint

Given a set of resources to execute a function, the minimum foatptirg set of combinations of these
resources that are needed to produce any output. Depending on the heterogeneity of these resources, it
mi ght be the case that there is a "“region”’ of
combinations of remurces that results in a successful execution of the function.

Multiplexing gains

Number and kind of functions that can run in parallel over the same set of resources with a certain
performance level.
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Performance degradation function

This KPI characterisethe relation between a reduction in the available resources (from 100% until the
minimum required) and the reduction in performance of a function. In this case, an elastic NF should
achieve graceful performance degradation, avoiding abrupt breakdownpaadis.

Rescuability

When a resource shortage occurs, scaling out or up the VMs that are executing VNFs is the most likely
solution to be adopted. Still, 1m@rchestration processes usually operate at larger time scales (
seconds), which may not baficient for certain services. Even with a graceful resource degradation,
the overall QOE metrics may not be fulfilled. This will classify VNFs (and the slices using them)
according to the capacity of providing graceful performance for a certain inbefieee new resources
come in. This metric should hence measure how “f
an elastic function can maintain the KPIs before incurring into a SLA violation and the kind and amount
of resources needed to lEscued. If a VNF can maintain acceptable levels for a very short time and
needs a large amount of resources to restore the previous SLA, then it has low rescuability. Conversely,
if a VNF can maintain an acceptable level for a long time and need fewaesdaarregain a normal
operation, lten it has a high rescuability.

Resource consumption

Given aresource (CPU, RAM, others), its consumption is defined as the percentage of time it is occupied
because of the execution of a function.

Resource savings

The anount and type of resources consumed by an elastic function to perform a successful operation as
compared vs. its inelastic counterparig(,percentage of saved resources while providing 99% of the
performance of the inelastic counterpart).

Response time

Time required for resources to be provisioned when demand changes. The shorter the response time is,
the better the elasticity.

Resource utilsation efficiency

It is a way to measure how resources are efficientlisedito provide the desired output. Afastic
system should be able to lead to a larger resourceatiti efficiency, since it can deploy a higher
number of VNFs over the same physical infrastructure.

Let usconsider a set of resourc@selated to different domains, such as IT and radigess resources,
thenthe system resource usiitionefficiency 'Y canbecomputel as:

-, B N é ﬁ o
————h
0s
whereo j; is the resource utgationefficiency of the domaii®@~ 0. 6 j; is calculated as
) . 00 "
Of o
h YD

where"Yis the period in which the resource usaged is measured andl , describes thenaximum
resource availability in the domafa~ 0.

Service Creation Time

This parameter is defined as the tinenfirthe arrival of a request to setup a network slice at the network
operator’s management system until the slice 1is
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Time for reallocation of a device to another slice

This KPI is defined as the duration from the request to connect aétevice to a certain network

slice until this device can start communicatibor examplein case of an emergency, a dedicated list

of phones or sensors may be pushed into a privileged slice to guarantee crucial communication. The
time until these ddges can start to communicate in the privileged slice shall be measured by this KPI.

5.4 Application-specific KPIs

This section lists parameters that are relevant to describe the performance of various applitaéons in
two testbedsi.e., a sea porand a ouristic city. Possibly notheseparameters can be assessed in the
context of the testbepdetails, including precise specifications for the measurement of these parameters,
are for further study and will be documented in the subsequent Deliverable Th@ése KPls in
alphabetic order are as followed:

Frame Rate Judder
The flicker of the entire environment is a common one in VR using headsets such as Oculus Rift. It has
been termed judder, and it occurs when the frame rate drops below 75 fps. Thisgnddduce motion
sickness and general discomfort in VR applicatidrsmeasure the judder, the following metisc
defined
T

B N T’

wheret is the time required for each frame to render atigde total number of rendered frames. The

formula above represents the percentage of dunanga VR applicatiorwherethe framerate was less
than 75 frames per esend. Minimisng thistime reduces the probability of motion sickness

Maximum number of simultaneously active I0T devices

It is expected that in the future cargo containers will be equipped with smart sensors monitoring and
reporting environmental condiths €.g., temperature, humidity, bumps, etc.) online during their
journey. Container ships today carry up to 20,000 containers. When such ship coming from overseas
enters the coverage area of the very first mobile radio cell, possibly all 20,000 centéalhattempt

to access the radio cell almost simultaneously. This KPI shall measure the maximum number of sensors
within the given deploymerarea that can be supported by the network slice.

Task Success Rate

Also known as taskcompletion rate, taskuccess rate is the percentage of correctly completed tasks by
users. This is probably the most commonly used performance metric that reflects how effectively users
are able to completcertain tasks. As long as the task has a clearly defined goal ooendspich as
completing a registration form, buying a certain product, etc. the success rate can be measured. So before
collecting data, it is important to define what constitutes success. The formula used for Task Success
Rate is as follows:

where CT is the number of correctly completed tasks and A is the total number of attempts. It is also
important to track the first i me user s’ success rate and then tr .
through time, when users gain more experiencethvélservice. This will give you an understanding of
system's |l earnability, whi ch i s anothdtasksuccassdi cat o
rate, the better.

6 The Taskis ary activity supported by the engser applicatione.g. the user tries to access information on a
cultural exhibit while using natural interaction techniques (gesture recognition, virtual selection of elements in the
point of view of the user)
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Time on Task

Time on task is sometimes referred to as task completion timslotirtze. This metric is basically the

amount of time it takes the user to complete the task, expressed in minutes and seconds. Time on task
data can be analysed and presented in different ways, but the most common way is to present the average
time spent o each task.

This can be a useful metric for diagnosing problems. But thedimtask metric gives more insight in
a dynamic view, when comparing the same metric for different iterations.

Generally, the smallehetime-on-task metric, the bettéhe userexperience.

Use of Search vs. Navigation:

This is a valuable metric for evaluating the efficiency of information architecture and navigation.
Usually when users try to find something through navigation and get lost, search is their final option.
Using ths KPI, the user perception of network failure can be measured and then correlate it to the
underlying problem.

_ ﬁ_,
where CT, is the number of tasks completed through navigation @hds the number of tasks
completed search afitthe total number of completed tasks. So, this metric can be tracked the following

way. for examplea usabiliy taskcan be set uf find information on a cultural exhibit and tralc&w
many users used search and how many used navigations.

5.5 Technoeconomic KPIs

Performance against the technical KPIs listed already with respect to the service expectations, listed
earlierinChapte , wi Il set the quality of the user’s exp
willingness to pay for a service leading to potential incremental revenues for service providers.
Additionally, service performance will impact hanservice is used which will potentially delivess

tangible social benefitsConversely to these benefits this improved service performance or even
introduction of new services may come at higher network deployment costs. The-éechomic

evaluatioron this project will use KPIs such as those suggested here to measure overall value delivered

by 5GMoNArch.

Incremental revenue per GB

The revenues expected to be received for services on thdoBlarch platform per unit of data

delivered. Some servicedll be highly commoditised and have a low revenue per GB whereas other
newerB2B services may perform better against this metric. Revenues will be considenéacasraent

to those already expected from té&®ay’s 4G net wor

Incremental cost per GB

The costs expected to be incurred in delivering services on tidbArch platform per unit of data

delivered. This will increase with the service requirements. For example, high reliability of a service

will come at increaskcost. Ideallythe incremental revenusll outweigh the incremental costalso,
ideally increment al costs wild/l decrease compar e
5G-MoNArch innovations.

Social benefits

A financial assessment ofdlsocial benefits achieved through new 5G services from tHd&EArch

platform. These may include for example savings from more efficient energy usage via smart meters or
reduced costs from road traffic accidents due to the introduction of vehiculazeserVhese social
benefits need to be considered in association with incremental revenues and network costs to understand
the full value proposition for 580oNArch. In the cases of some services the incremental revenues may

be low but social benefits higmplying some form of government intervention might be required.
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6 Verification and Validation Process

Chapters comprises KPI definitions based on existing ones defined by different SDOs and projects as
well as extensions to novel KPIs defined by WP3 andi\WiPtake care of 5&oNArch functional
innovations on security, resilience, and resource elasticity. To prepare the definition of one or more
assessment metrics an early fixing of the final targets of verification and validation activities within the
project and in that context looking ahead to the methodology definition (intendBélfeerable D6.2)

is needed.

Verification and validation of 5@10NArch architecture will be based on evaluation cases to be defined

in Task T6.2 of WP6 and described in D&E&ach evaluation case compares the underlying baseline
system with an evaluation case specific sysiatagrating one or more 580oNArch innovations into

the baseline systerkigure6-1).

Innovation Related 5G-MoNArch
Requirements & KPIs Innovations

User Related System Related
Requirements & KPis Requirements & KPIs Baseline System

Evaluation case
specific system

Service Definitions

Stakeholder Models Performance ) K -
Assessment Metrics

Dimensioning Rules
& cost models

Economic Related Baseline TCO and Extended TCO and
Requirements & KPls Revenues Revenues

Bussiness Models

Economic
Assessment Metrics

Figure 6-1: 5G-MoNArch assessment model.

The chosen KPIs will beontinuouslyverified during the projeawork. The type of analysis will vary
according to the KPI and it will potentially be of three types:

1. Analytical evaluation: The verification process is performed through an analytical evaluation
based on theoretical assumptions and values of the considered system.

2. Simulation: The verification process is performed through a SW simulation of the considered
system that is modellieaccording to the goals of the verification.

3. Testbed measurements:The verification process is performed through experimental
measurements during trials in the testbeds. The collected data is processed statistically
according to the goals of the verifitmn. Data can be objective (collected from systems) or
subjective (collected from users).

Based on service definitions, (end) user related performance metrics can also be derived from the KPIs
described irChapter5. These userelated metrics are quanétl through Quality of Experience (QoE)
estimations and measurements [ITW6G1011]. QoE represents the overall quality of a provided service,

as it is perceived by the (end) users, and as such, it is a very appealing alternative for evaluating the
quality of a provided service. Similarly, to QoS, QoE may be incorporated in network mechanisms and
specifically in networ k -dreicv esn "eane aprréogoedsesse sg.n Ti hsu sz
feature of 5G systems (and beyond). Goiareness may alsoivke a more resoureefficient or elastic

network operation, by helping recognise when the provision of extra resources would not improve the

QoE that is eventually perceived by the (end) user. In this context, the existence of proper QoE

" Both systens should have clearly arranged complexity (testbed or system level simulation
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estimation methaglwill allow stakeholders of 5G systems (and beyond) to benefit from the shift from

the QoS to the QOE era. The QoE estimation methods enable the translation of application, system, and
network related requirements to QOE metrics. A primary classificafithe available approaches in

the literature is based on whether these metrics are derived directly bysidiemuestionnaires or
automatically through mathematic formulas that apply upon measurements application, system, and
network related KPIs. Irhe first case, specific assessment processes are used, referred to as subjective
tests, while in the second case the mathematical formulas and the algorithms that are used, are referred
to as objective models.

It has to be noted that there are also soyatem related requirements that are independent from service
definitions,e.qg.,related to basic functionalities a 5G system has to support. This list of system related
requirements and KPIs is complemented by requirements and KPIs which need specisisaingtia

technical innovations derived within B@8oNArch. There are also some additional system related
requirements initiated by economic examinatiomg).(with respect to demand on interfaces (APIs)
between stakeholders and their infrastructure e@spely, to realise certain business models). These
requirements and KPIs will finally lead together with the systems under inspection to the derivation of
performance assessment metrics. During that process testbed measurements and/or respective system
level simulation results may be taken to verify the technical KPIs.

Economic requirements and KPI which are used as inputs for economic evaluations are derived based
on stakeholder and business models. These will include ensuring that the network camivedevel
agreements or provide a consistent QOE that is in line with the expectations of tenants or end users across
a range of verticals and applications. The ability of the network to meet or indeed exceed these service
expectations will feed intocenomic assessment metrics such as expected incremental revenues or social

benefits beyond today’'s cellular networks by aff
1 Willingness of end users or tenants to pay for a given service.
9 The opportunity to offer new services not feasible eithdérte¢ cal | y or economica
networks.

T The opportunity to offer new services sooner
efficiencies or avoiding high initial investment costs byusing a shared infrastructure set
rather than developingew standalone networks.

As well as metrics related to revenue and social benefits as mentioned above, the economic assessment
metrics will also examine network cost savings and in particular impact on CAPEX, OPEX and total
cost of ownership over an inwagent period. Economic assessment metrics may be defined by
iteratively performed economic evaluations measuring whether the achievement of certain performance
figures is in line with guarantying economic viable solutions. In this way, the baseline & wed
evaluation case specific system are investigated both from technical and economic point of view
demonstrating the performance improvements oM@ Arch technical innovations and their potential

savings with respect to resources and costs. Inah $tep dimensioning rules for the 5G network as

well as corresponding cost models are developed on the basis of performance and economic assessment
metrics.
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7  Summary

This document focused on tHeast designcriteria and requiremestto achieve a fullfledged
architecture for 5G mobile networks by means of the key innovatiensnter-slice control and cross
domain management, experimelniven optimisation, and cloueinabled protocol stack) in addition to
the use case specific functional innovatigns., resilience, security, and resource elastjcifyhis
deliverable covered the service definitions, stakeholder definitions, requirements and &dRigtion
to verification and validation modelhereby, this deliverable sets a baseline for théduntvork in the
project

Thedefinition ofthe services for 5G systems is covered by a brief overview of the potential service set
for 5G mobile networks defined 3G PPPprojects as well as SDOs such as 3GPP and Eiste
consideringand finally implenentingthe completerange of potentiddG services is nawithin the scope
of 5G-MoNArch, asulset ofthis complete set has begelected to be usexd inputfor design choices
within the development of the overall network architecture in WP2 and theatitifcinctions in WP3
and WP4 The characteristicsi.¢., minimum required data rate, etwend latency, and
resilience/security requirements) of sergioglated to the testbeds thie project (ouristiccity and sea
port) in addition to the servicesioterest for project innovatiorisave beeomprehensively described.

Moreover, the requirements of 5G mobiletworks have been listed and categorised into general
requirements, requirements related to resilience and security and requirements relatslirice r
elasticity.In addition techno-economic KPIs and applicatiespecific KPIshave beemxplained.

The procedure for verification and validatiomhat will be applied withithe projecthave beetbriefly
introduced Three potential verification appaoheghatare planned tbe used within that procebave
beenbriefly introduced namely,analyticalevaluatiors, simulations and testbed measurements.

The design criteria and KPIdescribed in this deliverable will be continuously updated and enhanced
during the course of the projecthe corresponding progress and updates will be described in the
following deliverablesof WP6 namely,D 6 . Methodology for verification and validation &G-

MoNArchar chi tectur al i nnovatibnséctudabDo6veé&ri fioati
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